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Disinformation: 
“false information deliberately 

and often covertly spread 
(as by the planting of rumors) 

in order to influence public opinion
or obscure the truth“

What is Fake News? What is Disinformation?
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What is Fake News? What is Disinformation?
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Source: Claire Wardle of FirstDraftNews.com



§ Insufficient research

§ Political agenda

§ Misinformed beliefs

§ Undermining trust in authorities and processes

§ Distraction of attention

§ Conspiracy theories

§ Display purposes

§ Provocation

What motivates spreading of disinformation?
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Fake News as a Service
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Source: Trend Micro Inc. 2017



§ Engagement economy

- Algorithmic boost to to content that gets user engagement

- Users engage when the content triggers emotions

- Disinformation & fake news trigger (mostly negative) emotions and thus engagement

Computer Science & AI – Part of the Problem
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Microtargeting

Computer Science & AI – Part of the Problem
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Deepfakes:

Computer Science & AI – Part of the Problem
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AI for marking of disputed content

AI for bot detection

AI for fact checking

Computer Science & AI – Part of the Solution?
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AI for marking of disputed content

Computer Science & AI – Part of the Solution?
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AI for bot detection

§ Availability of Social Network data is severely limited

- Very few data points from e.g. WhatsApp, Facebook, almost all research is done on Twitter

§ Ground truth

- How to be sure an account is a bot?

§ Not all bots are bad

Conclusion: Machine learning with manual confirmation probably best

Computer Science & AI – Part of the Solution?
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Bot detection –
mostly a phantom problem

Computer Science & AI – Part of the Solution?

13
Source: Luca Hammer (analyst)



AI for fact checking

Combining Machine Learning and Natural language processing

Mostly unsolved challenges:

§ Detecting irony/satire/comedy

§ Identifying quotes and critique

§ Complicated negations

Computer Science & AI – Part of the Solution?
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§ Prevalence:

- 90% of human users don‘t share or interact with fake news (but might see it)

- Very few accounts (mostly human-operated) act as amplifiers

- Bots and automated accounts are only small part of the problem

§ Regulation needs to be aimed at clearly defined types of misinformation to protect free speech

and freedom of press

§ Dark social, microtargeting & deep fakes will amplify the problem

§ AI solutions are not a silver bullet

§ “Homegrown desinformation“ - politicians and media outlets that use desinformation

Conclusion
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