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Overview

• Introduce two problems in federated learning
• Non-IID and privacy

• Personalized federated learning with d-privacy

• Fairness aspect of personalized federated learning
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Federated learning
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• Federated learning (FL) trains a machine 
learning model via multiple independent 
participants, each using its own dataset

• Training local models on local data 
samples and exchanging parameters to 
generate a global model shared by all 
nodes



But still, problem is not solved

4 Annual Review

“Deep leakage from Gradients”, NeurIPS 2019



Differential privacy
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• “Deep Learning with Differential Privacy”, 
CCS 2016

• Adding noise to model parameter(or 
Gradients)



Personalized federated learning
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• Statistical challenges of federated 
learning

• local data is non-IID
• Solution: Personalized federated 

learning



Problems
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• Privacy
• Avoiding the release of user’s

raw data is not enough
• How can we enforce privacy?

• Personalization
• How can we provide

personalization?
• Clients have different data

distribution need different
models. How do we adapt?



Our suggestion
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• We propose an algorithm
for personalized federated
learning with local
guarantees to provide
privacy

• Our algorithm is motivated
by the Iterative Federated
Clustering Algorithm (IFCA)
and builds on top of it to
provide formal privacy
guarantees



Overview of our algorithm
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• IFCA with d-privacy

1. Server broadcast k hypothesis for 
personalized FL

2. Clients calculate the loss for all 
hypothesis, and select the best hypothesis

{Model1, Model2, · · · , Modelk}

{Model1, Model2, · · · , Modelk}

{Model1, Model2, · · · , Modelk}

Model2 is the best! 

Model1 is the best! 

Model2 is the best! 

3. Train a local model using the 
model they selected, and then 
send it back to the server with 
noise

4. Server collects the local 
model and averages them for k 
hypotheses

{Model2}+noise

{Model1}+noise

{Model2}+noise



d-privacy(Metric privacy)
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• Geo-Indistinguishability
• A mechanism K satisfies -geo-indistinguishability

iff for all x, x’:

𝑑௉(𝐾 𝑥 , 𝐾 𝑥ᇱ ) ≤ 𝜖𝑑(𝑥, 𝑥ᇱ)

• There is an advantage of not having to do clipping



Algorithm for private and personalized 
federated learning
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Experimental result
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• Synthetic data
• One hypothesis with non-sanitization

• Failed to converge to the optimal 
parameter θ1

* and θ2
*

• Two hypothesis with non-sanitization
• Converge to the optimal parameter θ1

*

and θ2
*

• Two hypothesis with sanitization



Experimental result
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Noise multiplier Average Accuracy

0 0.801

0.001 0.813

0.01 0.805

0.1 0.808

1 0.814

3 0.825

5 0.787

10 0.687

15 0.622



Fairness
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• In addition to addressing privacy concerns, we also investigate the
impact of our method on fairness in federated learning

• Several researches observed that systems aiming to protect privacy
while ensuring fairness often involve a trade-off between the two

• Privacy protection techniques based on differential privacy tend to
minimize the impact of outliers or minorities within the overall dataset

• We presents experimental results demonstrating that the use of
personalized FL improves fairness



Experimental result
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Experimental result
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• Personalization of models
enhances the group fairness
under all the metrics

• A major reason behind this
improvement of fairness is that
the personalized model training
optimizes for each group’s data
distribution



Conclusion
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• We employ d-privacy techniques for sanitization on personalized federated 
learning

• Experimental results demonstrate the effectiveness of the proposed 
mechanism against the DLG attack

• We also evaluate the fairness of machine learning models trained using 
personalized federated learning and d-privacy



Q&A

Thanks you for listening!


