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This talk: Using this formulation for numerical computations (following Brenier):
$\longrightarrow$ Minimizing geodesics (with Jean-Marie Mirebeau, 2015)
$\longrightarrow$ Cauchy problem (with Thomas Gallouet, 2016).

# 1. Discretization of the Cauchy problem 

 Joint work with Thomas Gallouët
## Brenier's approximation of geodesics I
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$Y=$ location of bakeries
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# 3. Minimizing geodesics in $\mathbb{S}$ Diff Joint work with Jean-Marie Mirebeau 

## Finite-dimensional example

Let $S$ be a submanifold in $\mathbb{R}^{d}$, whose minimizing geodesics need to be approximated.

- Minimizing geodesics: $\min _{s:[0,1] \rightarrow \mathbb{R}^{d}} \frac{1}{2} \int_{0}^{1}\left\|\dot{s}_{t}\right\|^{2} \mathrm{~d} t \quad$ where $\left\{\begin{array}{l}\forall t \in[0,1], s_{t} \in S \\ s_{0}=s_{*}, s_{1}=s^{*}\end{array}\right.$
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## Minimal geodesics in SDiff and relaxations

Leb $=$ restriction of Lebesgue measure to a compact domain $X$
$\mathbb{S D i f f}=\left\{s: X \rightarrow X\right.$ diffeomorphism $\left.\mid s_{\#} \mathrm{Leb}=\mathrm{Leb}\right\} \subseteq \mathbb{M}=\mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$

The endpoints $s_{*}$ and $s^{*}$ of the geodesic are two (fixed) elements in $\mathbb{S D i f f}$.
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## Brenier's generalized geodesics

- Measures on paths: $\Gamma:=\mathcal{C}^{0}([0,1], X), \mu \in \operatorname{Prob}(\Gamma)$

(Incompressibility): $\forall t \in[0,1], \quad e_{t \#} \mu=$ Leb where $e_{t}: \gamma \in \Gamma \mapsto \gamma(t) \in X$
(Boundary conditions) $\left(e_{0}, e_{1}\right)_{\#} \mu=\left(s_{*}, s^{*}\right)_{\# \text { Leb }}$
Action is linear: $\mathcal{E}(\mu):=\frac{1}{2} \int_{\Gamma} \int_{0}^{1}\|\dot{\gamma}(t)\|^{2} \mathrm{~d} t \mathrm{~d} \mu(\gamma)$
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- Numerics: mostly in 1D using permutations


## Time-discretization
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\mathcal{E}_{N, T, \lambda}(m):=\frac{T}{2} \sum_{i=0}^{T-1}\left\|m_{i+1}-m_{i}\right\|_{2}^{2}+\lambda\left(\left\|m_{0}-s_{*}\right\|_{2}^{2}+\left\|m_{T}-s^{*}\right\|_{2}^{2}+\sum_{i=1}^{T-1} \mathrm{~d}_{\mathbb{S}}^{2}\left(m_{i}\right)\right)
$$
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- Given $m=\left(m_{1}, \ldots, m_{T}\right) \in \mathbb{M}_{N}^{T}$, let $\gamma_{k} \in \mathcal{C}^{0}\left([0,1], \mathbb{R}^{d}\right)$ be PL with $\gamma_{k}\left(t_{i}\right)=m_{i}\left(V_{k}\right)$
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Then, with $\mu_{m}=\frac{1}{N} \sum_{k=1}^{N} \delta_{\gamma_{k}} \in \operatorname{Prob}(\Gamma)$,

$$
\begin{aligned}
\mathcal{E}_{N, T, \lambda}(m)= & \mathcal{E}\left(\mu_{m}\right) \\
& +\lambda \sum_{i=1}^{T} \mathrm{~W}_{2}^{2}\left(e_{t_{i}} \# \mu_{m}, \text { Leb }\right)
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+ boundary cond.
$\longrightarrow \simeq$ Common discretization for both relaxations!
$\longrightarrow$ Choice of penalization parameter?


## Convergence theorem

Regular generalized geodesic: a probability measure $\mu \in \operatorname{Prob}(\Gamma)$ s.t. (Regularity) $\exists p$ with Lipschitz gradient s.t. $\forall \gamma \in \operatorname{spt}(\mu), \quad \ddot{\gamma}=-\nabla p \circ \gamma$,
(Incompressibility) $e_{t \#} \mu=$ Leb for all $t$
(Boundary conditions) $\left(e_{0}, e_{1}\right)_{\#} \mathrm{Leb}=\left(s_{*}, s^{*}\right)_{\#} \mathrm{Leb}$

## Convergence theorem

Regular generalized geodesic: a probability measure $\mu \in \operatorname{Prob}(\Gamma)$ s.t. (Regularity) $\exists p$ with Lipschitz gradient s.t. $\forall \gamma \in \operatorname{spt}(\mu), \quad \ddot{\gamma}=-\nabla p \circ \gamma$, (Incompressibility) $e_{t \#} \mu=$ Leb for all $t$ (Boundary conditions) $\left(e_{0}, e_{1}\right)_{\#} \mathrm{Leb}=\left(s_{*}, s^{*}\right) \# \mathrm{Leb}$
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m_{N} \in \arg \min \mathcal{E}_{N, T_{N}, \lambda_{N}} \quad \text { with } \lambda_{N}=N^{2 d} \text { and } T_{N} \lambda_{N} \rightarrow 0,
$$

Then, up to subsequences, $\mu_{m_{N}} \in \operatorname{Prob}(\Gamma)$ converges weakly to a minimizing generalized geodesic between $s_{*}$ and $s^{*}$.
[Mirebeau-M., 2015]
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## Convergence theorem

Regular generalized geodesic: a probability measure $\mu \in \operatorname{Prob}(\Gamma)$ s.t.
(Regularity) $\exists p$ with Lipschitz gradient s.t. $\forall \gamma \in \operatorname{spt}(\mu), \quad \ddot{\gamma}=-\nabla p \circ \gamma$, (Incompressibility) $e_{t \#} \mu=$ Leb for all $t$
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Theorem: Let $\mu$ be a regular generalized geodesic in SPiff between $s_{*}$ and $s^{*}$,

$$
m_{N} \in \arg \min \mathcal{E}_{N, T_{N}, \lambda_{N}} \quad \text { with } \lambda_{N}=N^{2 d} \text { and } T_{N} \lambda_{N} \rightarrow 0,
$$
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[Mirebeau-M., 2015]
more precisely, we need $\min _{m \in \mathbb{M}_{N}^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}\left(\mu^{\mathrm{opt}}\right)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)$ for $h_{N}:=N^{-\frac{1}{D}}$, with $D \in \mathbb{N}$ to be determined.
- It turns out that one can take $D:=\operatorname{dim}\left(\operatorname{spt}\left(\mu^{\text {opt }}\right)\right)$
$\longrightarrow$ For a classical solution $s:[0,1] \rightarrow \mathbb{S}, \operatorname{dim}\left(\operatorname{spt}\left(\mu^{\mathrm{opt}}\right)\right)=d . \quad\left(\lambda_{N}=N^{d}\right)$
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## Energy estimate for classical solutions

Proposition: Assume that the minimizing geodesic $s$ between $s_{*}$ and $s^{*}$ is classical and that $s \in \mathrm{~L}^{\infty}\left([0,1], H^{1}(X)\right)$. Then, with $h_{N}=N^{-1 / d}$,
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\min _{m \in\left(\mathbb{M}_{N}\right)^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}(s)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)
$$

## Energy estimate for classical solutions

Proposition: Assume that the minimizing geodesic $s$ between $s_{*}$ and $s^{*}$ is classical and that $s \in \mathrm{~L}^{\infty}\left([0,1], H^{1}(X)\right)$. Then, with $h_{N}=N^{-1 / d}$,

$$
\min _{m \in\left(\mathbb{M}_{N}\right)^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}(s)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)
$$

Proof: Take $s \in \mathrm{~L}^{\infty}\left([0,1], H^{1}(X)\right)$, and approximate it through $m \in \mathbb{M}_{N}^{T}$,

$$
m_{i}:=\Pi_{N}(s(i / T)) \quad \text { where } \Pi_{N}: \mathbb{M} \rightarrow \mathbb{M}_{N} \text { orthogonal proj. }
$$
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Then, $\mathcal{E}_{N, T, \lambda}(m)$ is upper bounded using the Poincaré-Wirtinger inequality.
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\Gamma:=\mathcal{C}^{0}\left([0,1], \mathbb{R}^{d}\right), \quad \Gamma_{p}:=\{\gamma \in \Gamma ; \ddot{\gamma}=-\nabla p \circ \gamma\} .
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A. $\overline{\operatorname{dim}}\left(\Gamma_{p}\right) \leq 2 d$ by Cauchy-Lipschitz
B. $\Gamma_{p}$ can be covered by $N$ balls with radius $h_{N} \simeq N^{-\frac{1}{2 d}}$ with respect to $\|\cdot\|_{H^{1}(X)}$.

## Energy estimate for generalized solutions

Prop: Assume that the generalized minimizing geodesic in $\Pi$ is associated to a pressure $p:[0,1] \times \Omega \rightarrow \mathbb{R}$ with Lipschitz gradient. Then, with $h_{N}=N^{-1 / 2 d}$,

$$
\min _{m \in\left(E_{N}\right)^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}\left(\mu^{\mathrm{opt}}\right)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)
$$



$$
\begin{aligned}
& \Gamma:=\mathcal{C}^{0}\left([0,1], \mathbb{R}^{d}\right), \quad \Gamma_{p}:=\{\gamma \in \Gamma ; \ddot{\gamma}=-\nabla p \circ \gamma\} . \\
& \text { such that } \operatorname{spt}\left(\mu^{\mathrm{opt}}\right) \subseteq \Gamma_{p} \subseteq H^{1}([0,1], X) .
\end{aligned}
$$

A. $\overline{\operatorname{dim}}\left(\Gamma_{p}\right) \leq 2 d$ by Cauchy-Lipschitz
B. $\Gamma_{p}$ can be covered by $N$ balls with radius $h_{N} \simeq N^{-\frac{1}{2 d}}$ with respect to $\|\cdot\|_{H^{1}(X)}$.
C. $\exists\left(\gamma_{k}\right)_{k=1}^{N}$ in $\Gamma_{p}$ such that $\mathrm{W}_{2, \mathcal{H}^{1}(X)}\left(\mu^{\mathrm{opt}}, \frac{1}{N} \sum_{k=1}^{N} \delta_{\gamma_{k}}\right) \leq \mathcal{O}\left(h_{N}\right)$

## Energy estimate for generalized solutions

Prop: Assume that the generalized minimizing geodesic in $\Pi$ is associated to a pressure $p:[0,1] \times \Omega \rightarrow \mathbb{R}$ with Lipschitz gradient. Then, with $h_{N}=N^{-1 / 2 d}$,

$$
\min _{m \in\left(E_{N}\right)^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}\left(\mu^{\mathrm{opt}}\right)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)
$$



$$
\begin{aligned}
& \Gamma:=\mathcal{C}^{0}\left([0,1], \mathbb{R}^{d}\right), \quad \Gamma_{p}:=\{\gamma \in \Gamma ; \ddot{\gamma}=-\nabla p \circ \gamma\} \\
& \text { such that } \operatorname{spt}\left(\mu^{\mathrm{opt}}\right) \subseteq \Gamma_{p} \subseteq H^{1}([0,1], X)
\end{aligned}
$$

A. $\overline{\operatorname{dim}}\left(\Gamma_{p}\right) \leq 2 d$ by Cauchy-Lipschitz
B. $\Gamma_{p}$ can be covered by $N$ balls with radius $h_{N} \simeq N^{-\frac{1}{2 d}}$ with respect to $\|\cdot\|_{H^{1}(X)}$.
C. $\exists\left(\gamma_{k}\right)_{k=1}^{N}$ in $\Gamma_{p}$ such that $\mathrm{W}_{2, \mathcal{H}^{1}(X)}\left(\mu^{\mathrm{opt}}, \frac{1}{N} \sum_{k=1}^{N} \delta_{\gamma_{k}}\right) \leq \mathcal{O}\left(h_{N}\right)$
D. reorder paths so that $\mathrm{d}\left(\gamma_{k}(0), V_{k}\right) \lesssim h_{N}$ and quantize in time: $\left.m_{i}\right|_{\omega_{k}}:=\gamma_{k}(i / T)$

## Energy estimate for generalized solutions

Prop: Assume that the generalized minimizing geodesic in $\Pi$ is associated to a pressure $p:[0,1] \times \Omega \rightarrow \mathbb{R}$ with Lipschitz gradient. Then, with $h_{N}=N^{-1 / 2 d}$,

$$
\min _{m \in\left(E_{N}\right)^{T}} \mathcal{E}_{N, T, \lambda}(m) \leq \mathcal{E}\left(\mu^{\mathrm{opt}}\right)+\mathcal{O}\left(T h_{N}^{2} \lambda\right)
$$



$$
\begin{aligned}
& \Gamma:=\mathcal{C}^{0}\left([0,1], \mathbb{R}^{d}\right), \quad \Gamma_{p}:=\{\gamma \in \Gamma ; \ddot{\gamma}=-\nabla p \circ \gamma\} . \\
& \text { such that } \operatorname{spt}\left(\mu^{\mathrm{opt}}\right) \subseteq \Gamma_{p} \subseteq H^{1}([0,1], X) .
\end{aligned}
$$

A. $\overline{\operatorname{dim}}\left(\Gamma_{p}\right) \leq 2 d$ by Cauchy-Lipschitz
B. $\Gamma_{p}$ can be covered by $N$ balls with radius $h_{N} \simeq N^{-\frac{1}{2 d}}$ with respect to $\|\cdot\|_{H^{1}(X)}$.
C. $\exists\left(\gamma_{k}\right)_{k=1}^{N}$ in $\Gamma_{p}$ such that $\mathrm{W}_{2, \mathcal{H}^{1}(X)}\left(\mu^{\mathrm{opt}}, \frac{1}{N} \sum_{k=1}^{N} \delta_{\gamma_{k}}\right) \leq \mathcal{O}\left(h_{N}\right)$
D. reorder paths so that $\mathrm{d}\left(\gamma_{k}(0), V_{k}\right) \lesssim h_{N}$ and quantize in time: $\left.m_{i}\right|_{\omega_{k}}:=\gamma_{k}(i / T)$
E. Upper bound $\mathcal{E}_{N, T, \lambda}(m)$ using the quantization estimate.

Numerical result: Inversion of the Disk


$$
X=\mathrm{B}(0,1) \subseteq \mathbb{R}^{2} \quad\left(s_{*}, s^{*}\right)=(\mathrm{id},-\mathrm{id})
$$

Classical solutions: clockwise/counterclockwise rotations $\mu_{ \pm}$

Numerical result: Inversion of the Disk


$$
X=\mathrm{B}(0,1) \subseteq \mathbb{R}^{2} \quad\left(s_{*}, s^{*}\right)=(\mathrm{id},-\mathrm{id})
$$

Classical solutions: clockwise/counterclockwise rotations $\mu_{ \pm}$

## Examples of generalized solutions:

linear combination $\mu_{\frac{1}{2}}$ of $\mu_{ \pm}$constructed from rotations NB: $\operatorname{dim}\left(\operatorname{spt}\left(\mu_{\frac{1}{2}}\right)\right)=2$

Numerical result: Inversion of the Disk


$$
X=\mathrm{B}(0,1) \subseteq \mathbb{R}^{2} \quad\left(s_{*}, s^{*}\right)=(\mathrm{id},-\mathrm{id})
$$

Brenier's generalized solution: $\mu \in \operatorname{Prob}(\Gamma)$ :

$$
\begin{aligned}
& \operatorname{spt}(\mu)=\{t \mapsto x \cos (\pi t)+v \sin (\pi t) \in \Gamma \\
& \left.\quad(x, v) \in X \times \mathbb{R}^{2},\|v\|^{2}=1-\|x\|^{2}\right\}
\end{aligned}
$$

$\longrightarrow$ non-deterministic solution, $\operatorname{dim}(\operatorname{spt}(\mu))=3$

## Numerical result: Inversion of the Disk



$$
X=\mathrm{B}(0,1) \subseteq \mathbb{R}^{2}
$$

$$
\left(s_{*}, s^{*}\right)=(\mathrm{id},-\mathrm{id})
$$

## Brenier's generalized solution: $\mu \in \operatorname{Prob}(\Gamma)$ :

$$
\begin{aligned}
& \operatorname{spt}(\mu)=\{t \mapsto x \cos (\pi t)+v \sin (\pi t) \in \Gamma \\
& \left.\quad(x, v) \in X \times \mathbb{R}^{2},\|v\|^{2}=1-\|x\|^{2}\right\}
\end{aligned}
$$

$\longrightarrow$ non-deterministic solution, $\operatorname{dim}(\operatorname{spt}(\mu))=3$

Computed trajectories for $N=10^{5}, T=17$


## Numerical result: Beltrami Flow in Square

Stationary flow on $[0,1]^{2}$ : speed: $u(\mathbf{x})=\left(\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right), \sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)\right)$
[Brenier-Roesch] pressure: $p(\mathbf{x})=\frac{1}{4}\left(\sin ^{2}\left(\pi x_{1}\right)+\sin ^{2}\left(\pi x_{2}\right)\right)$
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Exact Lagrangian solution:

$$
s_{0}^{e}=\mathrm{id} \quad \dot{s}_{t}^{e}=u \circ s_{t}
$$

NB: $s^{e}$ is minimizing on $[0,1]$

## Numerical result: Beltrami Flow in Square

Stationary flow on $[0,1]^{2}$ : speed: $u(\mathbf{x})=\left(\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right), \sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)\right)$
[Brenier-Roesch] pressure: $p(\mathbf{x})=\frac{1}{4}\left(\sin ^{2}\left(\pi x_{1}\right)+\sin ^{2}\left(\pi x_{2}\right)\right)$


Exact Lagrangian solution:

$$
s_{0}^{e}=\mathrm{id} \quad \dot{s}_{t}^{e}=u \circ s_{t}
$$

NB: $s^{e}$ is minimizing on $[0,1]$
Reconstruction problem:
$\min \mathcal{E}_{N, T, \lambda}$

$$
s_{*}=s_{0}^{e}, s^{*}=s_{t_{\max }^{e}}^{e}
$$

## Numerical result: Beltrami Flow in Square

Stationary flow on $[0,1]^{2}$ : speed: $u(\mathbf{x})=\left(\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right), \sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)\right)$
[Brenier-Roesch] pressure: $p(\mathbf{x})=\frac{1}{4}\left(\sin ^{2}\left(\pi x_{1}\right)+\sin ^{2}\left(\pi x_{2}\right)\right)$


Exact Lagrangian solution:

$$
s_{0}^{e}=\mathrm{id} \quad \dot{s}_{t}^{e}=u \circ s_{t}
$$

NB: $s^{e}$ is minimizing on $[0,1]$
Reconstruction problem:

$$
\begin{aligned}
& \min \mathcal{E}_{N, T, \lambda} \\
& s_{*}=s_{0}^{e}, s^{*}=s_{t_{\max }^{e}}^{e}
\end{aligned}
$$

Parameters:
$t_{\max } \in\{0.9,1.1,1.3,1.5\}$

## Numerical result: Beltrami Flow in Square


(a) $t=0.0$
(b) $t=0.95$
(c) $t=1.1$
(d) $t=1.3$
(e) $t=1.5$

(f) $t=0.0$
(g) $t=0.25 * t_{\text {max }}$
(h) $t=0.5 * t_{\text {max }}$

(i) $t=0.75 * t_{\text {max }}$
(j) $t=t_{\text {max }}=0.9$

(k) $t=0.0$
(l) $t=0.25 * t_{\max }$

(q) $t=0.25 * t_{\text {max }}$

(v) $t=0.25 * t_{\text {max }}$
(p) $t=0.0$

(u) $t=0.0$

(m) $t=0.5 * t_{\text {max }}$

(o) $t=t_{\text {max }}=1.1$

(r) $t=0.5 * t_{\text {max }}$

(w) $t=0.5 * t_{\text {max }}$

(s) $t=0.75 * t_{\text {max }}$

(x) $t=0.75 * t_{\text {max }}$
(t) $t=t_{\text {max }}=1.3$


(y) $t=t_{\text {max }}=1.5$

NB: qualitatively similar results by Luca Nenna and J.D. Benamou

## Numerical result: Comparison of Trajectories



Disk inversion


Square, $t_{\max }=1.5$

## Comparison of Minkowski dimensions

Minkowski dimension Let $S \subseteq \Gamma$ be a compact subset of a metric space.

$$
\overline{\operatorname{dim}}(S)=\lim \sup _{N \rightarrow \infty} \log (N) / \log \left(1 / \delta_{N}\right)
$$

where $\delta_{N}=$ minimum radius required to cover $S$ with $N$ balls.

Estimation of $\operatorname{dim}(\operatorname{spt}(\mu))$ via $\log (N) / \log \left(1 / \delta_{N}\right)$


Square rotation, $t_{\max } \in\{0.9,1.1,1.3,1.5\}$
Disk inversion

## Perspectives

A) More realistic numerical schemes for the Cauchy problem (e.g. without $\varepsilon$ ) ?
B) Changing the polar factorization theorem $\longrightarrow$ other fluid models, e.g. fluid-structure interactions / Camassa-Holm equation [Gallouet-Vialard 16], pressureless Euler equation with congestion [Maury-Preux '15]
C) Viscosity?

## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$
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## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$

$\longrightarrow \mathrm{T}_{\mathrm{id}} \mathbb{S D i f f}=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

## Solutions to Euler's equations as geodesics in $\mathbb{S D i f f}$

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$

$\longrightarrow \mathrm{T}_{\mathrm{id}} \mathbb{S D i f f}=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

$\longrightarrow$ Formally, a path $s:[0,1] \rightarrow \mathbb{S D i f f}$ is a geodesic iff $\ddot{s}_{t} \perp \mathrm{~T}_{s_{t}}$ SDiff
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## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$
$\longrightarrow \mathrm{T}_{\mathrm{id}} \mathbb{S D i f f}=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

$\longrightarrow$ Formally, a path $s:[0,1] \rightarrow \mathbb{S D i f f}$ is a geodesic iff $\ddot{s}_{t} \perp \mathrm{~T}_{s_{t}}$ SDiff $\Longleftrightarrow \ddot{s}_{t} \circ s_{t}^{-1} \perp \mathrm{~T}_{\mathrm{id}} \mathbb{S D i f f}$

$$
\Longleftrightarrow \exists p:[0,1] \times X \rightarrow \mathbb{R}, \ddot{s}_{t}=-\nabla p_{t} \circ s_{t}
$$

## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$
$\longrightarrow \mathrm{T}_{\mathrm{id}} \mathbb{S D i f f}=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

$\longrightarrow$ Formally, a path $s:[0,1] \rightarrow \mathbb{S D i f f}$ is a geodesic iff $\ddot{s}_{t} \perp \mathrm{~T}_{s_{t}}$ SDiff $\Longleftrightarrow \ddot{s}_{t} \circ s_{t}^{-1} \perp \mathrm{~T}_{\mathrm{id}} \mathbb{S D i f f}$
$\Longleftrightarrow \exists p:[0,1] \times X \rightarrow \mathbb{R}, \ddot{s}_{t}=-\nabla p_{t} \circ s_{t}$
$\longrightarrow$ With $u_{t}:=\dot{s_{t}} \circ s_{t}^{-1}$ (= velocity in Eulerian coordinates),

## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$
$\longrightarrow \mathrm{T}_{\mathrm{id}} \mathbb{S D i f f}=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

$\longrightarrow$ Formally, a path $s:[0,1] \rightarrow \mathbb{S D i f f}$ is a geodesic iff $\ddot{s}_{t} \perp \mathrm{~T}_{s_{t}}$ SDiff $\Longleftrightarrow \ddot{s}_{t} \circ s_{t}^{-1} \perp \mathrm{~T}_{\mathrm{id}} \mathbb{S D i f f}$

$$
\Longleftrightarrow \exists p:[0,1] \times X \rightarrow \mathbb{R}, \ddot{s}_{t}=-\nabla p_{t} \circ s_{t}
$$

$\longrightarrow$ With $u_{t}:=\dot{s_{t}} \circ s_{t}^{-1}$ (= velocity in Eulerian coordinates), one recovers Euler's equations for incompressible fluids:

$$
\begin{cases}\partial_{t} u+(u \cdot \nabla) u=-\nabla p & \text { in } X \\ \operatorname{div} u=0 & \text { in } X \\ u \cdot n=0 & \text { on } \partial X\end{cases}
$$

## Solutions to Euler's equations as geodesics in SDiff

$\mathbb{S D i f f}=$ measure-preserving diffeomorphisms from $X$ to itself $\subseteq \mathrm{L}^{2}\left(X, \mathbb{R}^{d}\right)$
$\longrightarrow \mathrm{T}_{\text {id }} \mathbb{S D}$ iff $=$ divergence-free vector fields

$$
=\{\nabla p \mid p: X \rightarrow \mathbb{R}\}^{\perp}
$$

$\longrightarrow$ Formally, a path $s:[0,1] \rightarrow$ SDiff is a geodesic iff $\ddot{s}_{t} \perp \mathrm{~T}_{s_{t}}$ SDiff $\Longleftrightarrow \ddot{s}_{t} \circ s_{t}^{-1} \perp \mathrm{~T}_{\mathrm{id}}$ SDiff

$$
\Longleftrightarrow \exists p:[0,1] \times X \rightarrow \mathbb{R}, \ddot{s}_{t}=-\nabla p_{t} \circ s_{t}
$$

$\longrightarrow$ With $u_{t}:=\dot{s}_{t} \circ s_{t}^{-1}$ (= velocity in Eulerian coordinates), one recovers Euler's equations for incompressible fluids:

$$
\begin{cases}\partial_{t} u+(u \cdot \nabla) u=-\nabla p & \text { in } X \\ \operatorname{div} u=0 & \text { in } X \\ u \cdot n=0 & \text { on } \partial X\end{cases}
$$

Use this formulation for numerical computations (following Brenier):
$\longrightarrow$ Minimizing geodesics (with Jean-Marie Mirebeau, 2015)
$\longrightarrow$ Cauchy problem (with Thomas Gallouet, 2016).

