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Figure 1: Estimated (left) and actual (right) error distribution, p-Laplacian, nonconforming finite element

discretization, Newton linearization, conjugate gradients algebraic solver, local adaptive stopping criteria
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Figure 2: Error components estimators vs. GMRes iterations (left) and cumulative number of GMRes iter-

ations vs. time (right). Two-phase flow (1) with realistic data, iterative coupling implicit pressure–explicit

saturation vertex-centered finite volume discretization

and advection dominance for unsteady nonlinear problems has recently been obtained in [DEV13] in space–

time dual norm. Currently, almost no results exist for strongly nonlinear (degenerate parabolic) and coupled

problems like (1), with the exceptions of Nochetto et al. [NSV00] or [CPV14].

a.2.3 Stopping criteria and fully adaptive algorithms

It is generally admitted that one can terminate iterative algebraic and linearization solvers before the “full”

convergence if the associated errors are “sufficiently small”. Becker et al. [BJR95] or Rey et al. [RRG14]

study the algebraic context and Eisenstat and Walker [EW94] or Deuflhard [Deu04] propose and analyze the

inexact Newton method, see also the survey paper by Arioli et al. [ALMS13]. However, it is only recently

that rigorous and practical adaptive stopping criteria based on a posteriori error estimates distinguishing the

different error components were derived. The key is to request the algebraic and linearization errors to be

elementwise small in comparison with the discretization error, see [EV13a]. This rules out errors that are

small globally but have a harmful local influence and justifies adaptive mesh refinement for inexact solvers.

A result from [EV13a] illustrates in Figure 1 that at each step, such estimates match perfectly the exact error.

Figure 2 then demonstrates the application of these ideas and possible gains for the complex problem (1).

a.2.4 Multilevel solvers

Multilevel solvers like the classical multigrid method are known for optimal complexity for model linear

problems. They have been powerfully linked with iterative nonlinear solvers like the Newton method and

combined with adaptivity, see Deuflhard [Deu04], Becker et al. [BJR95], and the references therein. We shall

crucially use in this project that they are interconnected with the computational mesh on each resolution step.

a.2.5 Convergence and optimality of adaptive strategies

Convergence of the sequence of approximate adaptive solutions to the exact one and optimality of the asso-

ciated computational cost have recently been shown for steady linear problems, see Stevenson [Ste07] and

the references therein. Lately, optimality for model nonlinear problems and convergence for an unsteady

problem have been shown, see Kreuzer et al. [KMSS12] and the references therein. Typically, inexact solvers

are not considered. In some cases like in [Ste07], inexact algebraic solvers are indeed admitted, which lays

the basis of a mathematical theory achieving both goals 1.–2. of Section a.1, that we shall tackle here with an

additional interest of proving the error reduction / decay rate without any unknown generic constant.
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