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Un-Expected Bernstein

 Learn a classifier 4: ¥ — Y = {0,1} from i.i.d. training
data Z" = (X, Y,), ... (X, Y,) ~ P

« PAC-Bayes bound (McAllester ’98). Error you make
on future data bounded, with high probability, by error
on training data plus complnexity term:

E(x.y)~p[L0SS(Y; b zn (X))] < %ZLOSS(Y;,MZTL (X))

1=1
_I_\/COMPLEXITY(th)
n
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