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Abstract. Recently promising new methods have been developed to
optimize e-commerce A/B testing using dynamic allocation. They pro-
vide faster results to determine the best variation and reduce test costs.
However, dynamic allocation by traditional methods of reinforcement
learning is restrictive on the type of data used : time series cannot be
considered as a context. In this paper, we present two new methods,
based on a common approach, that allow time series to describe visitors.
Our numerical results on data from real tests lead to an improvement on
dynamic allocation apply to A/B testing.
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1 Introduction

Evaluating the relevance of a modification to an existing entity (drug, web page,
etc.) according to one or more objectives (for example, increasing the number
of survivals, the number of clicks, the value of purchases, etc.) is a well-known
problem in many economic, industrial or even social fields. It can be done by
directly and concretely comparing the different variations resulting from the
modification. Such a task requires a way to evaluate each variation in order to
make the optimal choice according to a defined objective in the given context. An
A/B-Test consists in concretely evaluating these different alternatives accord-
ing with an objective pre-defined. A/B-Tests have recently been the subject of
renewed interest, particularly through their use in e-marketing(22) to improve
a webpage in production. They make it possible to know for example, which
version of a webpage increases the rate of click and more precisely for which
kind of visitor. Unfortunately, current A/B-Test techniques are very expensive
in terms of visitors to test or they drastically limit their descriptive (evolving
data are excluded). Our method described here in this paper offers to realize a
low cost A/B-Test with an evolving visitor description.

An A/B-Test consists of affecting visitors to the different variations in order
to evaluate the relative performance of each. During this exploration phase, it
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is assumed that the result, called reward, of each affectation can be observed
and used by the A/B-Test algorithm to evaluate each variation’s performance.
At the end of this exploration phase the user can better decide which variation
will replace the current entity to be used in the future (i.e., in production phase)
according to their relative performance.

An important characteristic of such methods is that the decision to assign a
visitor to a variation is irrevocable. For instance, for the entire duration of the
test, a visitor will always see the same web page on each of their visits, regardless
of the number of visits. Thus, it is impossible to know what the visitor would
have done if they had been assigned to another variation. Consequently, the
population that has been affected to a variation is distinct from those affected
to any other. Finally, it is assumed that visitors are unaware of their participation
in a test and thus the existence of different variations.

A classical approach to the exploration phase is referred to as the frequential
approach and consists of assigning visitors to the different variations according
to explicit predefined ratios (static allocation) for a predefined period of time. If
the ratios are balanced for each variation, the duration is unfortunately difficult
to define a priori. Experiments have shown that a user tends to overestimate
the duration, causing an inferior variation to have a large detrimental effect on
the result for a long period of time. In this case, the obtained cumulative reward
will be much lower than that which would have been produced by the allocation
of each visitor to the optimal variation. This difference, called regret, increases
with negative impact. Reducing the exploration phase may reduce regret, but
may also lead to a lack of data needed to calculate performance. Therefore, in
addition to determining the best option, the challenge of A/B-Test methods is
to also minimize regret. Nevertheless, it is important to note that regret cannot
be calculated during the observation phase as the optimal variation is obviously
unknown a priori: the objective of the test is, by definition, to determine it.
Finally, in most cases (e.g. time is money, people continue to die, etc.) the sooner
the algorithm finds the solution (i.e. the sooner exploration can then be stopped),
the better.

To address this problem, new A/B-Tests methods perform dynamic allo-
cation of visitors based on bandit algorithms (14). Bandit dynamic allocation
consists of adapting the allocation of visitors according to the obtained rewards
and thus gradually tipping the visitors towards the optimal variation. Experi-
ments and theoretical studies have shown that dynamic allocation (20) provides
better results in terms of cumulative regret, as well as being faster at determin-
ing the best variation. In this context, a lot of methods implementing dynamic
allocation based on bandit algorithms have been proposed (8; 16; 11) and have
proved their ability to find optimal variations in the general case. Nevertheless,
experiments also show that these methods often fail when the reward obtained
by a visitor depends on both the variation and the visitor itself (15). For instance,
in web marketing, visitors naturally tend to click and buy differently according
to their own financial resources or their geographical localization. In medical
treatment, the efficiency of a drug often depends on the age and/or gender of
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the patient. To address this problem, bandit algorithms have been extended to
form contextual bandits, which take into account each visitor’s context, i.e. their
characteristics (age, origin, sex, etc.) when allocating them in order to perform
more relevant allocations. Methods such as KernelUCB (23) and LinUCB (5)
have demonstrated not only the benefits of such an approach, but also their lim-
itations, including the type of characteristics considered. Indeed, these bandit
algorithms have been extended to take into account the context of the visitors, i.e.
their characteristics (age, origin, sex, . . . ) when allocating them. Unfortunately,
these contextual bandits (24) limit the contexts to vectors with static numerical
or symbolic values. However, an evolutionary characteristic may vary the opti-
mality of a variation. For example, a drug may be more effective according to
the evolution of a patient’s weight (stable or, on the contrary, highly variable).
Marketing researches have also shown that a page display that is customized
according to the visitor’s evolving behavior can increase the expected reward of
a web page(19). By analogy, it could be interesting to integrate temporal data
in the descriptive context of a visitor. Thus the use of temporal information (list
of sites visited by a new visitor before arriving on the site hosting the test, pages
browsed and options clicked by the visitor before arriving at the page under test)
should, in our opinion, greatly improve the results from the allocation.

In this paper we propose an original A/B-Test approach with dynamic allo-
cation that takes into account temporal information about visitors, information
that can be updated during navigation. The remainder of this paper is organized
as follows. Section 2 presents in more detail the application context, the types of
data observed and introduces a comprehensive literature review of existing ap-
proaches. Section 3 describes our proposition of two new innovative algorithms
DBA-LinUcb and DBA-Ctree-Ucb. Section 4 presents the experimental re-
sults. Finally the conclusions of the study are drawn in Section 4.

In sake of readability, the remainder of this article focuses on A/B-Tests
on e-commerce webpage with only two variations but all our propositions are
directly and easily extended to tests with more applications and number of
variations.

2 Application and existing methods

2.1 Evolving behaviors and e-commerce

In (19) the authors propose to distinguish visitors according to their behaviour
on the site. Four typical profiles are defined from the observation of visitors’
behaviour on a large number of different e-commerce sites and their propensity
to click and/or buy:

– Perfect prospects know exactly what they are looking for, naturally go to the
product webpage and look for the best purchasing price/quality . . . .

– Potential buyers know more or less what they want, their need is clearly
defined but their choice is not completely yet established.

– Undecided buyers navigate as a recreational activity. They don’t have a
clearly defined need, but maybe they will buy something.
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– Accidental arrivals are those who accessed the site by mistake and have no
intention to buy anything.

Experiments have shown that the test may varies from one standard profile to
another, e.g. perfect prospects buy regardless of the variation displayed, potential
buyers pay more attention to the design of a webpage, so taking into account
the standard profiles during dynamic allocation should improve limit test costs.

In order to determine these behaviours and thus the profile types, the user
can collect temporal information such as :

– Historical temporal data collected before the visitor’s arrival on the site
(data from past navigations on this website or other websites with a history
of pages visited, purchases, etc.).

– Evolving temporal data, dynamically generated from visitors actions be-
tween the first arrival on the site and the arrival on the tested page (clicks,
purchases, etc.). Indeed, in the context of e-merchant websites, based on col-
lected information, the user can collect for each visitor the time spent on the
site at each visit, the number and pages visited, or even the purchase history
since the first visit to the site. This data describes the path-to-purchase.

However, the collection of historical temporal data is strongly limited for
legally reasons. For example, sharing informations between different sites with-
out the visitor’s agreement can be prohibited. In fact, in practice, A/B-Tests
performed on e-commerce only consider evolving temporal data that can be
legally and dynamically collected by the tested sites. Before presenting our pro-
posal for dynamic allocation allowing temporal data, we introduce the concept
of contextual and non-contextual dynamic allocation.

2.2 Dynamic allocation

To limit the cost due to static allocation, a commonly used solution is based
on the use of a bandit model (12; 9). Bandits are dynamic allocation algorithms
whose purpose is to limit the regret, i.e. the difference between the maximum
potential rewards and the actual rewards obtained by the user. This maximum
reward corresponds to the allocation of all visitors to the optimal variation which
is unknown before the test. This regret can therefore only be used as a post-test
performance metric4(11). In practice, a bandit algorithm only seeks to maximize
the average reward obtained at the end of the test.

To achieve this, the algorithm chooses a variation from the set of possible
variations for the visitor when he/she arrives on the tested page.

The last reward obtained is then used to update the earnings estimates.
Indeed, the properties of a variation are not (or only very partially) known at
the beginning of the test and can only be re-estimated by allocating visitors to
it. The main advantage of such an algorithm is that visitors allocation to the
different variations is automatically adjusted over time according to the estimates
4 on an offline application, with static allocation.
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in order to do the necessary (exploration) while maximizing profit. However, due
to the nature of bandit algorithms, the exploration part tends to decrease with
the exploitation, which makes it possible to stop exploration when it is no longer
necessary.

When choosing the bandit algorithm, two aspects have to be taken into
account :

– Are visitor characteristics considered or not? A non-contextual bandit algo-
rithm has to identify the variation with the highest average reward. Con-
textual approaches assume that there exists sub-groups of visitors, each pre-
senting a different reward distribution. Consequently, contextual bandit al-
gorithms identify the variation with the highest conditional average reward
according to different visitor characteristics;

– Is the latency time a constraint for the user or not? In our application con-
text, the bandit algorithm provides a choice that will result in the display
of the web page being tested. It is obvious that a slow display for the visitor
is not acceptable (more formally, the visitor mustn’t wait for the display).
Thus, the latency time, corresponding to the time needed by the bandit to
make the allocation, must be less than 100 milliseconds.

In this paper we consider the case of a maximization of the final average
reward with taking into account the visitor contexts (contextual bandit) on real
time (with no latency). Among the existing methods, we select two contextual
bandit algorithms that follows these constraints:

– Ctree-Ucb (6; 7) uses a pre-grouping before starting the experiment and
does an independent dynamic allocation strategy for each group. This algo-
rithm exploits data from the original variation (in production before starting
the test) to produce a classifying function that takes a visitor (with character-
istics) as input to assign a group. During the test, each group is associated to
a non-contextual bandit. A new visitor is automatically classified in a group
and then the bandit associated with the group chooses a variation.

– Lin-Ucb (13) is one of the most popular form of contextual bandits due to
its performance and interpretability. This algorithm is based on empirical
linear regression, using the contexts and rewards observed on each variation.
Lin-Ucb is time greedy due to the inverse of the covariance matrix M ( size
d × d where d is the number of characteristics describing a visitor).

2.3 Limits

The algorithms introduced in the previous section have strong restrictions on the
format of the context, which must be a vector with real or categorical values. In
fact, these restrictions limit the use of bandit algorithms when the characteristics
to be considered describes a time series. A solution to overcome this problem
is then to transform the time series of each of the temporal characteristics.
Two approaches are then possible: choose the dimension of the context such
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that it can contain all the different elements in all the series or concatenate the
size of all the series of all the visitors. There are several problems with these
approaches: on the one hand, these contexts may have a lot of empty values
if the number of different temporal elements is significant ; on the other hand,
and most importantly, the context bandit model relies on empirical statistical
modeling that takes a context as an input to provide a probability of success or
average reward. However, a large context introduces great variability in model
predictions, which requires a lot of visitors to test.

To solve the problem of a very large context vector, (3) propose to empirically
estimate parameters from a statistical LASSO model to integrate it into a bandit
problem. However, this approach requires the characteristics to be independent
of each other, which is obviously not the case when they are comes from the
same time series. In fact, we couldn’t find any contextual bandit algorithms
method that can be adapted to data of variable size. A possible alternative is to
reduce each evolving characteristic to a representative categorical or numerical
characteristic. It is this alternative that defines our approach.

3 A new method : dynamic allocation based on temporal
information

3.1 The approach

Our contribution aims to address the constraints and needs experienced by users
in real-world applications. Thus, we first focus on a method that can be handle
user’s context as time series.

In this context, we propose an approach that consists of apply a time se-
ries replacement, which are unusable as they are for a bandit algorithm, by a
categorical characteristic. Thus, we first focus on a method that can be applied
in a “real word”: for instance, in e-marketing, where this characteristic could
represent the e-marketing profiles mentioned above. Thus, a first solution to re-
place each time series by a categorical characteristic requires the user to label
each series manually. Unfortunately, this solution cannot be handle when the
number of data becomes large and real-time allocation is necessary. Moreover,
these standard profiles are difficult to highlight because it’s require a manual
analysis of data in order to extract characteristic behaviours. The second solu-
tion is to replace the series by their average. Experiences have shown that the
loss of information decreases results (see Section 4.2). A third solution consists
in defining a replacement in pre-processing of the test based on the automatic
identification of the representative categorical characteristics for each temporal
attribute of the visitor context from existing data (i.e. from all the time series
present on this characteristic) before the test. During the testing phase, this
replacement automatically replaces the characteristics of the tested visitor by
categorical characteristics, this modified context is directly use by a classical
contextual bandit methods. A training data is used to define the replacement
function. This past data comes from the original variation already in produc-
tion. In the following section we detail our replacement function (Section 3.2)
before describing two new algorithms (Section 3.3).
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3.2 From temporal data to categorical data

The replacement function has to summarise temporal information into categori-
cal information. This problem is well known in data mining. In fact, many meth-
ods have been suggested, among clustering-based approaches and have shown
their effectiveness in this case. Therefore, the replacement we propose is based
on two steps:

1. an offline clustering step done in pre-processing which associate for each
temporal characteristic of visitors, a set of clusters constructed from char-
acteristics available on past data. We don’t consider the rewards obtained
because the objective here isn’t to predict a reward probability but to iden-
tify and represent different behaviours.

2. a online replacement step consisting in replacing, during the test itself, each
temporal characteristic of each visitor by a categorical characteristic corre-
sponding to the label of the cluster to which the time series belongs.

The global scheme of our framework is given by Fig. 1.
Since the results of the time series similarity approach have shown good

results in data mining, we include it in our experiments. Nevertheless, any other
method allowing cluster extraction could be used.

Implementation of the method require to set a measure of similarity (2).
The well known Euclidean distance (4) calculate the sum of the squares of the
distances of the constituent elements of the sequences considered at each time
step. If this distance is widely used, it requires that the series all have the same
length and cannot be used in our case. However, in our work, we focus on the case
where the observation of the context variables can be irregular. For example, one
visitor may visit the site more frequently than another. The measure of similarity
D.T.W. (Dynamic Time Warping) is a metric between two series of different
sizes that is widely considered as relevant for many application (18). D.T.W.
constructs a pairing of the elements of the sequences in order to align these
sequences. This set of associations respects the total order on the sequencing of
the values: in other words, the associations cannot cross each other. The reader
can find other measures according to practical cases in (1).

Once a measure of similarity is set, it is then possible to apply different data
mining algorithms. Among the existing methods, K-Means is one of the most
used. However, it requires a method for calculating the average of observations
(17). The averaging method D.B.A (Dtw Barycentric Averaging) associated with
D.T.W. defined by (18) has shown good results in this context. D.B.A. is a
global method, contrasts with pair strategies such as NLAAF (10). The main
idea of D.B.A., inspired by K-Means, is based on an iterative refinement of an
initial average sequence (arbitrarily set), in order to minimize root mean square
distance to average sequences. These advantages and its popular use lead to the
natural choice of time series clustering based on D.T.W. method
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Fig. 1: Offline/online approach for time series integration in A/B-Tests

3.3 Two new methods : DBA-Ctree-Ucb and DBA-LinUcb

To integrate the time series in a contextual bandit strategy, we propose two algo-
rithms DBA-Ctree-Ucb and DBA-LinUcb which are extensions of Ctree-
Ucb and Lin-Ucb respectively. These algorithms require an original A variation
(for example the existing web page) and evolving temporal data describing the
visitors subjected to this original variation on the past. These data will constitute
the learning dataset of DBA-LinUcb and DBA-Ctree-Ucb.

A first step in pre-processing of the test, consists in clustering time series
via K-Means based on D.T.W./D.B.A in order to determine a set of clusters for
each of the temporal characteristics.

If the selected algorithm is DBA-Ctree-Ucb, an intermediate step defines
the function of classifying new visitors into homogenous groups. The second step
(online) corresponds to the DBA-Ctree-Ucb itself. It consists in replacing,
for each visitor submitted to the test, temporal characteristics by categorical
characteristics thanks to the replacement function described above. The visitor
and a new context are then processed by the selected algorithm.
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4 Experimental framework

4.1 A/B Tasty Dataset

We use in our experiments a set of real data (original database), collected from
a A/B-Test by static allocation made by the company AB Tasty on a webpage
of a e-commerce fashion website. The data concerning 11,389 visitors, includes
evolutionary temporal data captured during the purchasing paths of the various
visitors who browsed the website and saw the test page concerned at least once:
from their first visit to their arrival on the test page, their navigation is recorded.

This dataset corresponds to the case where a visitor arrives on the test page,
a variation (A or B) and is assigned to it randomly (uniform allocation). For
the next visits on the test page, the same variation is displayed to the visitor
(irrevocability of the allocation). If a visitor buys after seeing the test page,
the reward is 1, otherwise 0. Each visitor is associated with three different time
series, of identical size equal to the number of days between his/her first and
last visit to the tested page:

– presence_time_serie : composed of binary values. For each day the visitor
visited the site, a value of 1 is defined, 0 otherwise. Each series starts and
ends with the value 1.

– connexion_time_serie : composed of integer values between 0 and 24. For
each day the visitor visited the site, a value equal to her/his arrival time on
the site is defined, 0 otherwise. If the visitor comes several times in the same
day, only the first hour is taken into account.

– time_spend_serie : composed of values included in R. For each day the
visitor visited the site, a value equal to the average activity time during
her/his visit (in microseconds) to the site is defined, 0 otherwise.

Each time series is a sequence of daily logs associated with the different
sessions of a visitor from the first visit to the site to the last, which includes
the first arrival on the test page. Its length is therefore equal to the number of
days between the first visit and the date of arrival on the page. Consequently,
the sizes of the time series can be different for different visitors.

4.2 Comparing methods

In order to validate hypothesis of a improvement of our contextual bandit model
by integration of time series, we compare DBA-LinUcb and DBA-Ctree-Ucb
with, on the one hand, Lin-Ucb and DBA-Ctree-Ucb by reducing each time
series to its mean and, on the other hand, with uniform which corresponds to
a uniform static allocation.

Using regret to compare results requires knowing, for each visitor, the reward
obtained for all the variations, which is impossible in practice (a visitor sees only
one variation). To overcome this, it is possible to replace missing rewards by an
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average over all visitors, but this could strongly bias the results5. We therefore
decided to compare only the average gains obtained at the end of the test for
each of the configurations. Visitors to the initial database were used to simulate
each of the tests. For this, for each visitor, the algorithm chooses a variation. If
this variation corresponds to the one made in reality, the visitor, the choice and
the associated reward are taken into account in the experience. Otherwise, the
visitor is rejected and the next one in the database is subjected to the algorithm
(rejection sampling).

The performance of the approaches is based on average transaction rates
(Number of buyers/Number of visitors). These performances are compared ac-
cording to the size of the learning dataset (necessary to learn the clusters) and
the number of clusters set before the test. Since the rejection sampling decreases
the number of visitors tested (some will be ignored by the algorithm), we pro-
pose to replicate the dataset five times. Before observing the performances of the
suggested algorithms, we have first carried out a study on the interpretability of
the clusters obtained in the first step.

Clusters interpretability Our experiments were run with two configurations: clus-
ters are learned on 30% (Confclust30,70) or 100% (Confclust100,100) of the database.
The choice of learning on 30% of the data is here motivated by (7). In each of
these configurations, the choice of the number of clusters is based on quality
criteria usually used in clustering. In Fig. 2, we graphically present the cen-
troids of the clusters obtained for the configuration Confclust30.70 with Nbp = 17,
Nbt = 4 and Nbc = 15 where Nbp (resp. Nbt and Nbc) is the number of
clusters for characteristic presence_time_serie (resp. time_spend_serie and
connection_time_serie).

According to the standard profiles described in section 2.1, with a Confclust30.70
configuration, we can identify that the undecided behaviours are for example
represented by the #3, #9 or #14 clusters of the presence_time_serie se-
ries (see Fig.2a). Indeed, these clusters make visits increasingly. On the other
hand, we can assume that with more spaced visits, such as those represented
by clusters #6, #12 or #13 of the presence_time_serie series, visitors are
potential buyers taking time before make a decision. By contrast, visitors be-
longing to the #17 cluster from the presence_time_serie series are either not
interested or are already engaged in their purchasing process. The clusters of
the connection_time_serie series gives information about connection times
habits. Visitors belonging to the #7 or #8 clusters, for example, regularly visit
the site around 3pm. Interestingly enough, the cluster combinations for each vis-
itor leads to distinguish a visitor who arrived by mistake from a perfect prospect.
Indeed, perfect prospects and those who arrived there by chance on the site are
difficult to separate by observing only their paths in the presence_time_series
series. Their visits are short and they don’t necessarily come back to the site.
However, by analysing the time spent on the website connection_time_serie,
5 a model allowing the replacement of missing values according to time series of vari-
able size being, as we said in section 2.3, difficult to construct
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it’s possible to separate these two profiles (a visitor who arrives by mistake will
immediately leave the site). In the same way, potential buyers and undecided
visitors can return to the site at the same frequency. To distinguish them, the
analyst can assume that those who return at the same time regularly can be
considered as those visiting the site for entertainment (21). Note that our ex-
periments showed that the centroids obtained with Confclust30.70 were globally
very similar to those obtained with Confclust100.100.
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Fig. 2: Clusters centroïdes

Exploration during the A/B-Tests (Dynamic allocation) For reasons of
readability and interpretation of the results, we split the report of our experi-
ments into two parts. The first part compares DBA-Ctree-Ucb and Ctree-
Ucb, the second part compares DBA-LinUcb and Lin-Ucb. We compare the
average reward (transaction rates) of the previously mentioned algorithms over
200 run-times. We observe the effect of the cluster numbers Nbp, Nbt and Nbc

on the results. In order for the clusters to be understandable by the user, we
limit the maximum number of clusters for each parameter.

DBA-Ctree-Ucb vs Ctree-Ucb: The transaction rate obtained by uniform
(i.e. static allocation) from the original data is 11.74%.

In the tests we change the number of clusters in order to estimate how results
of DBA-Ctree-Ucb change according with these parameters (Tab. 1). Tab.1a,
presents the results obtained for different configurations (Nbp, Nbt, Nbc). The
transaction rates obtained by DBA-Ctree-Ucb systematically exceed those



12 Claeys et al.

of DBA-Ctree-Ucb based on the average of the series. However, algorithms
performance may randomly vary due to rejection sampling6. Additional results
are therefore presented in Tab.1b where the data were duplicated to represent
5 times the initial data set. With this configuration, the performances decrease
but the setting (Nbp = 17, Nbt = 3 and Nbc = 3) remains globally one of the
best with or without duplication of the dataset.

Table 1: Influence of parameters on average reward for DBA-Ctree-Ucb and
Ctree-Ucb (AB Tasty Dataset)

Conf30,70 et Confclust30,70 Conf100,100 et Confclust100,100
DBA-Ctree-Ucb VA = P1 VA = P2 VA = P1 VA = P2
Nbp;Nbt;Nbc

5;3;3 13,34% 13,56% 12,94% 12,88%
5;4;15 13,96% 14,12% 11,90% 12,23%
11;3;3 14,15% 14,10% 14,62% 14,58%
11;4;15 13,85% 13,35% 13,85% 13,58%
17;3;3 14,23% 15,46% 15,27% 15,34%
17;4;3 14,26% 13,60% 14,87% 13,73%
Ctree-Ucb 11,40% 11,71% 12,24% 12,77%
uniform 11,74% 11,74% 11,74% 11,74%

(a) Initial data

Conf30,70 et Confclust30,70 Conf100,100 et Confclust100,100
DBA-Ctree-Ucb VA = P1 VA = P2 VA = P1 VA = P2
Nbp;Nbt;Nbc

5;3;3 12,76% 12,31% 12,58% 12,59%
5;4;15 12,53% 12,47% 12,61% 12,59%
11;3;3 12,49% 12,45% 12,55% 12,57%
11;4;15 12,23% 12,14% 12,49% 12,46%
17;3;3 12,76% 12,49% 12,53% 12,48%
17;4;15 12,46% 12,43% 12,41% 12,76
Ctree-Ucb 12,28% 12,15% 12,28% 12,14%

(b) Duplicate data

DBA-LinUcb vs Lin-Ucb: By analogy with previous experiments, the Tab.
2 the results of both DBA-LinUcb and Lin-Ucb experiments obtained with
initial data (Tab. 2a) and with duplication (Tab. 2b). The transaction rates
obtained by DBA-LinUcb are higher than Lin-Ucb if the right number of
clusters is properly chosen. However, the worst performances of DBA-LinUcb
remain very close to those obtained by Lin-Ucb. As for DBA-Ctree-Ucb the
setting (Nbp = 17, Nbt = 3, Nbc = 3) is optimal with Confclust30.70 without
duplication. For the other configurations, the setting (Nbp = 5, Nbt = 4, Nbc =
15) that maximizes the average gain. Our hypothesis is that DBA-LinUcb is
very sensitive to the number of clusters so a large number of clusters implies

6 In the available code, we propose, in addition to the real data, an experiment on
simulated data. The performances are comparable to those obtained in this paper.
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a longer learning period due to the modeling of the parameters of the linear
function.

Table 2: Influence of parameters on average reward for DBA-LinUcb and Lin-
Ucb (AB Tasty Dataset)

DBA-LinUcb Confclust30,70 Confclust100,100
Nbp;Nbt;Nbc

5;3;3 12,92% 12,61%
5;4;15 12,77% 12,76%
11;3;3 12,70% 12,42%
11;4;15 12,93% 12,44%
17;3;3 13,07% 12,65%
17;4;15 12,61% 12,70%
Lin-Ucb 12,43% 12,43%

(a) Test Dataset

DBA-LinUcb Confclust30,70 Confclust100,100
Nbp;Nbt;Nbc

5;3;3 11,93% 12,01%
5;4;15 12,77% 12,66%
11;3;3 12,45% 12,06%
11;4;15 12,51% 12,07%
17;3;3 12,20% 12,59%
17;4;15 12,50% 12,17%
Lin-Ucb 12,57% 12,57%
uniform 11,74% 11,74%

(b) Test Dataset (Duplicated)

5 Conclusion

In this paper, we present two new approaches DBA-Ctree-Ucb and DBA-
LinUcb, for A/B-Test based on bandit models. These methods provide a dy-
namic allocation which including temporal data. It focuses on practical (real)
applications. The results are promising in terms of average gain compared to
other methods. DBA-Ctree-Ucb is particularly well suited to e-commerce be-
cause it can gather in the same group, visitors who have had the same behavior
on an existing original variation. For the user, these groups are an interesting for
extracting typical visitor profiles. DBA-Ctree-Ucb is also relatively insensitive
to the different parameters.

Moreover, a learning of the clusters on 30% of the original database is suf-
ficient to obtain results comparable to a total learning. Additional experiments
are currently done to confirm this hypothesis. Our future work will focus on the
influence of rejection sampling on performance and show very promising results.
Finally, since only C.H.A. has been compared (and not retained), further stud-
ies will evaluate other clustering algorithms with, possibly, other measures of
similarity.
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