
Ordinal versus nominal time series classification

David Guijo-Rubio1[0000−0002−8035−4057],
Pedro Antonio Gutiérrez1[0000−0002−2657−776X],

Anthony Bagnall2[0000−0003−2360−8994], and
César Hervás-Mart́ınez1[0000−0003−4564−1816]

1Department of Computer Sciences, Universidad de Córdoba, Córdoba, Spain
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Abstract. Time series ordinal classification is one of the less studied
problems in time series data mining. This problem consists in classifying
time series with labels that show a natural order between them. In this
paper, an approach is proposed based on the Shapelet Transform (ST)
specifically adapted to ordinal classification. ST consists of two different
steps: 1) the shapelet extraction procedure and its evaluation; and 2) the
classifier learning using the transformed dataset. In this way, regarding
the first step, 3 ordinal shapelet quality measures are proposed to assess
the shapelets extracted, and, for the second step, an ordinal classifier is
applied once the transformed dataset has been constructed. An empirical
evaluation is carried out, considering 7 ordinal datasets from the UEA &
UCR Time Series Classification (TSC) repository. The results show that
a support vector ordinal classifier applied to the ST using the Pearson’s
correlation coefficient (R2) is the combination achieving the best results
in terms of two evaluation metrics: accuracy and average mean absolute
error. A final comparison against three of the most popular and compet-
itive nominal TSC techniques is performed, demonstrating that ordinal
approaches can achieve higher performances even in terms of accuracy.

Keywords: Time Series · Ordinal Classification · Ordinal regression ·
Shapelet Quality Measures

1 Introduction

Time Series Ordinal Classification (TSOC) refers to a prediction problem where
the objective is to classify time series with an ordinal label, i.e. the set of labels
includes a natural order relationship. In this context, ordinal classification [12]
covers those supervised problems where the target variable is discrete and in-
cludes a natural order relationship among the labels. Ordinal classification prob-
lems can be found in several fields, such as meteorological prediction [10,11], or
medical research [19], among others.

On the other hand, time series consists of data points collected chronologi-
cally. In the last years, a countless number of novel approaches in the nominal
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Time Series Classification (TSC) field have been presented. According to [2],
TSC has been tackled from several points of view, depending on the discrim-
inatory features the approach is trying to find. One of these techniques are
shapelets [25], phase independent subsequences of the original time series able
to differentiate between classes, i. e. a class can be distinguished depending on
whether the shapelets could be found in the original time series or not. Further
research was done by Hills et al. in [13], where the Shapelet Transform (ST)
was firstly proposed, in which the best k shapelets (ordered by using a shapelet
quality measure) are used to build a transformed dataset in which the attributes
are the distances between the shapelets and the original time series. After that,
an effective classifier can be applied to the transformed dataset.

Focusing on the proposal of Hills et al. in [13], the ST pipeline can be divided
into two main steps: 1) the shapelet extraction procedure and 2) the classifier
learning using the transformed dataset as input. Regarding the first step, the
best k shapelets are selected by using a shapelet quality measure. In order to
adapt this approach to the ordinal setting, in this paper, we propose 3 different
metrics to measure the ordinal quality of the shapelets, and we compare them
against the state-of-the-art Information Gain metric. The second step is adapted
by considering an ordinal classifier, instead of using a nominal one, with the
objective of exploiting the natural order relationship of the labels. We compare
the results obtained against two nominal state-of-the-art techniques.

In this way, the main objectives of this paper are to establish a baseline for
TSOC using ST and to demonstrate that, for those ordinal datasets included in
the most popular TSC repository, ordinal approaches are able to achieve better
performance than standard TSC techniques in terms of accuracy.

2 Background

Time series is a series of data points arranged in time, i.e. the values of the
time series are chronological. In a more formal way, the i-th time series object is
defined as Ti = {ti1, ti2, . . . , tin}, where n is the length of the time series (note
that we only consider equal-length time series). Therefore, a time series dataset
is composed of N time series, being defined as T = {T1,T2, . . . ,TN}.

In this paper, we are considering ordinal TSC problems: each time series
is associated with a label Ci ∈ Y , where the set of ordinal labels is Y =
{C1, C2, . . . , CQ}, including Q > 2 categories. An order relationship between the
labels is found in the problem, i.e. the constraint C1 ≺ C2 ≺ . . . ≺ CQ should
be satisfied.

2.1 Time series shapelets

TSC is a very popular field of research in time series data mining [2]. One of
the most recent approaches in this field consists in an ensemble including several
modules, each one based on a different transformation applied to the original
time series dataset, prior to the classification step. One of the first proposals was
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the shapelet module. A shapelet [25] is a phase independent subsequence of the
original time series. The original approach finds all possible shapelets through an
enumerative search, which is particularly slow, and then embeds the shapelets
in a decision tree without a significant improvement in performance. From this
starting point, several approaches have been published in the literature, including
[3, 9, 13], among others. In this paper, we focus on the ST [13], a two-phase
approach that uses the extracted shapelets to transform the original dataset, in
which the transformed attributes represent the similarity in shape between the
original time series and the shapelets obtained, and then applies a classifier to
the transformed dataset.

More formally, a shapelet sj = {s1, s2, . . . , sl} is a subsequence of a time series
Tj , where l ≤ n and the subscript j is used to explicitly show that the shapelet s
is a subsequence of time series Tj . The main pipeline for the shapelet extraction
procedure consists of three parts [13]: first of all, a set of candidates is randomly
generated satisfying several constraints, then, the distance between each shapelet
and the original time series is computed to, finally, measure the shapelet quality.
The last version of ST [3] proposes new constraints for the shapelet extraction,
such as balancing the number of shapelets extracted per class. Moreover, the
Euclidean distance is used to measure the similarity between the set of shapelets
and the original time series; this distance is computed as the minimum of the
distances between the shapelet and all the subsequences with the same length
of the shapelet. Finally, the Information Gain (IG) [22] is used to assess the
shapelet quality and retain those with higher IG. The formulation is detailed
in [13].

In order to consider the natural order between the labels, we propose to
consider three different shapelet quality measures. The main idea is to extract
shapelets able to reduce the misclassification errors involving more jumps in the
ordinal scale:

– Ordinal Fisher (OF) score [20] is an ordinal adaptation of the Fisher score [7].
This measure gives higher penalisation for distant classes in the ordinal scale,
therefore, distant classes should be associated with higher distances. It is
defined as:

OF (sj) =

∑Q
k=1

∑Q
j=1 |O(Ck)−O(Cj)|(x̄k − x̄j)2

(Q− 1)
∑Q

k=1(Sk)2
, (1)

where O(Cq) is the position of the category Cq in the ordinal scale, i.e.
O(Cq) = q, and x̄k and Sk are the mean and standard deviation of the
distances according to the evaluated shapelet sj when considering only the
time series of the class Ck.

– The Pearson’s correlation coefficient (R2) calculates the correlation between
dsj ,Ti and cyj ,yi , i ∈ {1, . . . , N}, where dsj ,Ti are the distances from the
shapelet sj to the original times series Ti, and cyj ,yi

are the differences of
the corresponding class values cyj ,yi

= |O(Cj)−O(Ci)|, where yj is the class
of Tj (the time series from which the shapelet sj is extracted) and yi is the
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class of Ti. In this way, R2 is defined as:

R2(s) =

N∑
i=1

S(dsj ,Ti , csj ,Ti)

Sdsj ,Ti
Scsj ,Ti

, (2)

where S(·) is the covariance of two variables.
– Similarly, the Spearman’s correlation coefficient (ρ) computes the correlation

between two categorical or continuous variables, following the idea presented
for the R2 quality measure. Therefore, ρ is defined as:

ρ(s) = 1−
6
∑N

i=1(R(dsj ,Ti
)−R(csj ,Ti

))2

N(N2 − 1)
, (3)

where R(x) is the rank of x in the set of all values obtained.

2.2 Ordinal classification

Once the transformed dataset is constructed (each new attribute j represents the
distance between time series i and shapelet j), a classifier is applied to it. One
of the main objectives of this paper is to demonstrate that ordinal classifiers can
lead to a better performance than nominal ones, given their ability to consider
the natural order between the labels. In this way, three different support vector
machine techniques have been chosen, using the ORCA framework [21]1:

– In order to perform comparisons, we first consider nominal Support Vector
Classifier (SVC) [14] with two options: one versus one formulation (SVC1V1)
and one versus all paradigm (SVC1VA). These two nominal classifiers are
very popular in the state-of-the-art, given their accuracy for both binary and
nominal multiclass problems.

– On the other hand, an ordinal technique is considered: the Support Vector
Ordinal Regression (SVOR) [23] methodology, which is the adaptation of
SVC to ordinal classification. Specifically, in this paper we have chosen the
SVOR version considering IMplicit constrains (SVORIM) [4]. This approach
computes the discriminant parallel hyperplanes for the data and a set of
thresholds by imposing implicit constraints in the optimization problem.

In order to assess the performance of ordinal classification problems, there
are several metrics that can be considered [5]. In this paper, apart from the
accuracy, which is the standard evaluation metric for nominal classification, a
specific ordinal evaluation metric should be considered to avoid ignoring order
information. In this sense, the misclassification errors are not equally penalised,
giving more cost to those misclassified patterns in farther classes. Therefore, we
have considered the Correct Classification Rate (CCR), also known as accuracy,
which is the global performance of a classifier and the Average Mean Absolute
Error (AMAE) [1], which measures the ordinal classification errors made for
each class.
1 ORCA is available in the repository https://github.com/ayrna/orca.

https://github.com/ayrna/orca
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3 Experimental results and discussion

This section exposes the ordinal time series datasets considered, as well as the
experimental settings used. Moreover, the results achieved for the three classifiers
applied to the four versions of ST using different shapelet quality measures are
also shown, along with a comparison of the best ordinal ST approach to the
main state-of-the-art algorithms in nominal TSC2.

3.1 TSOC datasets

Table 1 shows 7 datasets appropriately selected from the popular UEA & UCR
TSC repository3, given their ordinal nature. All of them belong to the field of
bone age estimation [6], except the EthanolLevel dataset, which is obtained from
the detection of forget spirits using non-intrusive methods [15].

Apart from the main information of the datasets, the Imbalance Ratio (IR)
[18] is also included in Table 1. This feature shows whether the distribution of
patterns in the datasets is imbalanced, i. e. most of the patterns belongs to a
given class (high values for IR). In these cases, trivial classifiers can achieve high
values of accuracy.

Table 1. Characteristics of the datasets used in the experiments.

Dataset #Classes (Q) #Train #Test Length %IR

DistalPhalanxOutlineAgeGroup 3 400 139 80 1.532
DistalPhalanxTW 6 400 139 80 1.577
EthanolLevel 4 504 500 1751 0.750
MiddlePhalanxOutlineAgeGroup 3 400 154 80 0.881
MiddlePhalanxTW 6 399 154 80 1.276
ProximalPhalanxOutlineAgeGroup 3 400 205 80 0.951
ProximalPhalanxTW 6 400 205 80 2.203

3.2 Experimental settings

The ST algorithm has been run for one hour during shapelet search. This al-
gorithm has been run with the default values. In the case of ST using IG as
shapelet quality measure, an inferior limit of IG = 0.05 is used to discard very
low-quality shapelets. Furthermore, aiming to reproduce the same behaviour for
the remaining shapelet quality measures, the lowest-quality 10% shapelets are
also discarded.

Regarding the datasets, the standard train and test data splits given in the
UEA & UCR TSC repository are used. Moreover, it is worthy of mention that

2 All the code used in this paper is available in the repository https://github.com/

dguijo/TSOC.
3 http://www.timeseriesclassification.com/

https://github.com/dguijo/TSOC
https://github.com/dguijo/TSOC
http://www.timeseriesclassification.com/
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the models are adjusted using only the training set, whereas the test set is only
used to evaluate the learned models.

With respect the classifiers, they have been run once, given their determin-
istic nature. Moreover, their sensitive hyper-parameters have been adjusted us-
ing a nested 10-fold cross-validation approach, considering AMAE as the pa-
rameter selection criteria, due to the fact that CCR ignores ordinal informa-
tion. Given that the three classifiers are SVM-based, the same range of values
{10−3, 10−2, . . . , 103} has been used to adjust both the cost parameter and the
kernel width.

Finally, the main code for the ST and for the IG shapelet quality measure
was obtained from sktime toolkit [17]4.

3.3 Results

In Table 2, the results achieved for the four versions of the ST using different
shapelet quality measures are shown. Concretely, the performances of the three
classifiers applied to the transforms are presented in terms of CCR and AMAE.
Furthermore, in order to compare the results in a more global way, we have
included the average ranking and the number of datasets in which the respective
shapelet quality measure is able to reach to the best performance (#Wins).

As can be seen in Table 2, the ST using R2 as shapelet quality measure is the
one achieving the best results for most of the datasets and classifiers. Specifically,
in terms of CCR, the R2 measure obtains an average ranking of 1.95, followed
by ρ (2.36). Regarding number of wins, the ST combined with R2 reaches to the
best results in 11 cases, whereas ST using either ρ or IG ties in 8 cases. On the
other hand, in terms of AMAE, the ST combined with R2 also achieves the best
results, achieving an average ranking of 1.74 with 11 wins, whereas the second
best approach is the standard ST using the IG as shapelet quality measure, with
an average ranking of 2.38 and 8 wins. Therefore, it is clear that ST using R2

as shapelet quality measure achieves the best results without much dependence
on the classifier used.

3.4 Comparison against the state-of-the-art algorithms in TSC

In order to establish a comparison against the main state-of-the-art algorithms
in TSC, the following three algorithms have been used (which achive the best
results up-to-the-knowledge of the authors):

– The Hierarchical Vote Collective of Transformation-based Ensembles (HIVE-
COTE) [16] is a meta-ensemble composed of five different modules with sev-
eral algorithms in each one. These modules rely on the idea of transforming
the original dataset prior to classification, such as ST, among others.

4 sktime is available in the repository https://github.com/

alan-turing-institute/sktime.

https://github.com/alan-turing-institute/sktime
https://github.com/alan-turing-institute/sktime
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Table 2. CCR and AMAE results achieved by the four ST methods (OF, ρ and R2

are the proposals in this paper).

CCR AMAE

Classifier Dataset IG OF ρ R2 IG OF ρ R2

SVORIM

DistalPhalanxOutline 75.54 74.82 75.54 75.54 0.2277 0.2665 0.2443 0.2277
DistalPhalanxTW 68.35 69 .06 65.47 69.78 0.4671 0.5045 0.5264 0 .4822

EthanolLevel 71.40 46.00 62.00 62 .40 0.2938 0.6067 0.3988 0 .3973
MiddlePhalanxOutline 62.99 62.99 63.64 63.64 0.5484 0 .5521 0.5791 0.5676

MiddlePhalanxTW 56.49 54.55 53.90 56.49 1.0137 1.0308 1 .0039 0.9851
ProximalPhalanxOutline 86 .34 84.88 86 .34 87.32 0 .1824 0.2254 0.1978 0.1744

ProximalPhalanxTW 74.63 76 .10 79.02 76 .10 0.5371 0.4989 0 .4521 0.4198

SVC1V1

DistalPhalanxOutline 75.54 74.82 75.54 74.82 0.2277 0.2334 0.2277 0.2334
DistalPhalanxTW 69 .06 69 .06 66.91 70.50 0.5600 0 .5046 0.5440 0.4614

EthanolLevel 69.00 48.80 58.20 61 .00 0.3301 0.6795 0.4632 0 .4294
MiddlePhalanxOutline 61.04 61.04 61 .69 62.34 0.5827 0.5775 0 .5737 0.5636

MiddlePhalanxTW 59.09 56.49 59.09 59.09 0 .8785 0.8962 0.8963 0.8541
ProximalPhalanxOutline 85 .85 86.34 85 .85 85 .85 0 .1858 0.1820 0.2016 0 .1858

ProximalPhalanxTW 76.59 78 .54 80.98 72.68 0.5104 0.4836 0.4536 0 .4569

SVC1VA

DistalPhalanxOutline 75.54 74.10 74 .82 74.10 0.2277 0.2572 0 .2546 0.2778
DistalPhalanxTW 66.19 68 .35 67.63 69.06 0.5972 0 .5158 0.5702 0.4893

EthanolLevel 67.60 47.20 56.40 58 .80 0.3444 0.7630 0.5178 0 .4794
MiddlePhalanxOutline 62 .34 61.04 62 .34 63.64 0 .5636 0.5723 0.5699 0.5561

MiddlePhalanxTW 55.19 49.35 57.79 56 .49 1.0677 1.1290 0 .9689 0.9541
ProximalPhalanxOutline 85 .85 85.37 85 .85 86.34 0 .1858 0.1896 0 .1858 0.1820

ProximalPhalanxTW 75.61 76 .59 80.98 76 .59 0.5362 0.4852 0.3825 0 .4446

Average ranking 2.48 3.22 2 .36 1.95 2 .38 3.24 2.64 1.74

#Wins 8 1 8 11 8 1 3 11

– InceptionTime [8] is an ensemble of deep Convolutional Neural Networks
(CNN) models, inspired by the Inception-v4 architecture. In this model,
several filters of different lengths are applied simultaneously to an input
time series.

– Time Series Combination of Heterogeneous and Integrated Embedding For-
est (TS-CHIEF) [24] is an ensemble classifier integrating the most effective
embeddings of time series, using tree-structured classifiers.

All these three ensembles are highly competitive in terms of accuracy, al-
though HIVE-COTE is the one achieving the best performance in terms of CCR.
However, the main advantages of InceptionTime and TS-CHIEF are their scal-
ability and efficiency.

Table 3 shows the comparison carried out in terms of CCR, given that it is
the main goal of TSC. Specifically, the results shown for the ST are those in which
the Pearson’s correlation coefficient (R2) is used as the shapelet quality measure,
considering different classifiers applied to the transformed dataset: SVC1V1,
SVC1VA and SVORIM. Moreover, the results shown for the InceptionTime and
TS-CHIEF algorithms are those presented in the original papers (though we
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have run the TS-CHIEF algorithm for the EthanolLevel dataset, given that it is
included in the cited work). For HIVE-COTE, they were obtained using the last
version of the algorithm, because it has been recently improved.

Table 3. Comparison in terms of CCR of different classifiers applied to the ST using
R2 as quality measure against the state-of-the-art algorithms in TSC.

SVC1V1 SVC1VA SVORIM HIVE-COTE InceptionTime TS-CHIEF

DistalPhalanxOutline 74 .82 74.10 75.54 75.54 73.38 74.10
DistalPhalanxTW 70.50 69.06 69 .78 67.63 68.35 68.35

EthanolLevel 61.00 58.80 62.40 71 .40 81.40 52.80
MiddlePhalanxOutline 62 .34 63.64 63.64 59.09 55.19 59.09

MiddlePhalanxTW 59.09 56 .49 56 .49 55.84 51.30 55.85
ProximalPhalanxOutline 85.85 86 .34 87.32 84.39 84.88 84.88

ProximalPhalanxTW 72.68 76.59 76.10 80 .00 77.56 81.46

Average ranking 3 .00 3.21 2.36 3.79 4.43 4.21

#Wins 2 1 3 1 1 1

As can be seen in Table 3, SVORIM achieves the best results or the second
best in most of the datasets, with 3 wins and an average ranking of 2.36, con-
siderably better than the rest of approaches. SVC1V1 is the second one with an
average ranking of 3.00 and 2 wins. The remaining techniques only have 1 win
and their average rankings are much worse. Furthermore, all the classifiers ap-
plied to the ST combined with R2 shapelet quality measure (SVC1V1, SVC1VA
and SVORIM) achieve a higher performance than state-of-the-art TSC methods.

Some facts must be outlined from the results shown in Table 3: 1) The com-
bination of the ordinal classifier SVORIM with ST R2 quality measure obtains
the best performance in terms of CCR. 2) Nominal classifiers, SVC1V1 and
SVC1VA, are taking advantage of the ordinal information induced by the ST
combined with R2 and also obtain competitive results, better than those of the
ensemble approaches. 3) HIVE-COTE and TS-CHIEF results are very similar
for almost all the datasets, being HIVE-COTE slightly better. 4) InceptionTime
is the algorithm obtaining the worse results, because the datasets include short
time series. The only exception is EthanolLevel, with length equal to 1751, for
which InceptionTime is the one obtaining the best performance.

4 Conclusions

This paper presents a novel approach to Time Series Ordinal Classification us-
ing the Shapelet Transform (ST). To obtain the k best shapelets for the ST,
3 different ordinal shapelet quality measures are proposed, exploiting the order
of labels: Ordinal Fisher (OF), Pearson’s correlation coefficient (R2) and Spear-
man’s correlation coefficient (ρ). These approaches are then compared against
Information Gain (IG), which is the one used by the standard ST.
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On the other hand, regarding the second step of ST in which a classifier
is applied to the transformed data, this paper proposes the use of an ordinal
support vector classifier, which is compared against the corresponding nominal
versions.

Finally, a comparison against some of the best state-of-the-art techniques in
TSC is included: HIVE-COTE, TS-CHIEF and InceptionTime. In this way, the
best ordinal approach presented in this paper (ST using R2 as shapelet quality
measure combined with the support vector ordinal classifier) is able to obtain a
better accuracy rank than the alternative nominal TSC techniques.

Possible lines of future research are to include the ordinal information of
the labels in other points of the ST process and to adapt other modules of the
HIVE-COTE meta-ensemble to ordinal classification.
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