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Abstract. The increasing accessibility and precision of Earth observa-
tion satellite data offers considerable opportunities for industrial and
state actors alike. This calls however for efficient methods able to pro-
cess time-series on a global scale. Building on recent work employing
multi-headed self-attention mechanisms to classify remote sensing time
sequences, we propose a modification of the Temporal Attention Encoder
of Garnot et al. [5]. In our network, the channels of the temporal inputs
are distributed among several compact attention heads operating in par-
allel. Each head extracts highly-specialized temporal features which are
in turn concatenated into a single representation. Our approach outper-
forms other state-of-the-art time series classification algorithms on an
open-access satellite image dataset, while using significantly fewer pa-
rameters and with a reduced computational complexity.
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1 Introduction

Time series of remote sensing data, such as satellites images taken at regular
intervals, provide a wealth of useful information for Earth monitoring. However,
they are also typically very large, and their analysis is resource-intensive. For
example, the Sentinel satellites gather over 25 Tb of data every year in the EU.
While exploiting the spatial structure of the data poses a challenge on its own, we
focus in this paper on the efficient extraction of discriminative temporal features
from sequences of spatial descriptors.

Among the many possible approaches to handling time-series of remote sens-
ing data, one can concatenate observations in the temporal dimension [7], use
temporal statistics [8], histograms [I], time-kernels [12], or shapelets [16]. Prob-
abilistic graphical models such as Conditional Random Fields can also be used
to exploit the temporal structure of the data [2].

Deep learning-based methods are particularly well-suited for dealing with the
large amount of data collected by satellite sensors. Neural networks can either
model the temporal dimension independently of the spatial dimensions with
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recurrent Neural Networks [4] or one-dimensional convolutions [9], or jointly
with convolutional recurrent networks [I0] or 3D convolutions [6].

More recently, the self-attention mechanism introduced by Vaswani et al. [13],
initially developed for Natural Language Processing (NLP), has been successfully
used and adapted to remote sensing tasks [T1J5]. In Section we present these
approaches and their differences in greater details.

In this paper, we introduce the Lightweight Temporal Attention Encoder (L-
TAE), a novel attention-based network focusing on memory and computational
efficiency. Our approach is based on the Temporal Attention Encoder (TAE)
of Garnot et al. [5], with several modifications meant to avoid redundant com-
putations and parameters, while retaining a high degree of expressiveness. We
evaluate the performance of our approach on the open-access dataset Sentinel2-
Agri [5], consisting of satellite image time series annotated at parcel level (Figure
1). With an equal parameter count, our algorithm outperforms all state-of-the-
art competing methods in terms of precision and computational efficiency. Our
method allows for efficient parameters usage, as our L-TAE outperforms TAEs
with close to 10 times the parameter count, as well as recurrent units over 300
times larger.
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Fig. 1. Example image time series of the Sentinel2-Agri dataset for two parcels of the
Winter cereal and Spring cereal classes, taken from [5]. The dots on the horizontal axis
represent the unevenly distributed acquisition dates over the period of interest.

2 Method

Throughout this section, we consider a generic input time series of length T
comprised of E-dimensional feature vectors e = [e®; ;e(M] 2 RE T. For
example, such vectors can be a sequence of learned embeddings of super-spectral
satellite images.

2.1 Multi-Headed Self-Attention

In its original iteration [13], self-attention—initially designed for text translation—
consists of the following steps:
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Fig. 2. The proposed L-TAE module processing an input sequence e of T vectors of
size E, with H = 3 heads and keys of size K. The channels of the input embeddings
are distributed among heads. Each head uses a learnt query (n, while a linear layer
FCpn maps inputs to keys. The outputs of all heads are concatenated into a vector with
the same size as the input embeddings, regardless of the number of heads.

(i) compute a triplet of key-query-value k®;q®;v® for each position t of
the input sequence with a shared linear layer applied to e(®,

(ii) compute attention masks representing the compatibility (dot-product)
between the queries at each position and the keys corresponding to previous
elements in the sequence,

(iii) associate to each position of the sequence an output defined as the sum
of the previous values weighted by the corresponding attention mask.

This process is done in parallel for H different sets of independent parameters—
or heads—whose outputs are then concatenated. This scheme allows each head
to specialize in detecting certain characteristics of the feature vectors.

Rufiwurm et al. [II] propose to apply this architecture to embed sequences
of satellite observations by max-pooling the resulting sequence of outputs in
the temporal dimension. Garnot et al. [5] introduce the TAE, a modified self-
attention scheme. First, they propose to directly use the input embeddings as
values (v(t) = e(t)), taking advantage of the end-to-end training of the image
embedding functions alongside the TAE. Additionally, they define a single master
query ( for each sequence, computed from the temporal average of the queries.
This master query is compared to the sequence of keys to produce a single
attention mask of dimension T used to weight the temporal mean of values into
a single feature vector.

2.2 Lightweight Attention

We build on this effort to adapt multi-headed self-attention to the task of se-
quence embedding. Our focus is on efficiency, both in terms of parameter count
and computational load.
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