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Abstract. Traffic forecast is a problem of high interest due to its impact
on mobility and inherent socio-economic aspects of people’s lives. Par-
ticularly for adaptive traffic light systems, the ability to predict traffic
throughput in intersections enables fast adaptation, thus reducing traffic
jams. In this work, we propose a novel approach for traffic forecasting,
termed Graph Augmented Neural Network Spatio-TEmporal Reasoner
(GANNSTER), which fuses spatial information, given by the traffic net-
work topology, with temporal reasoning and learning capabilities of re-
current neural networks. Our modelling contribution is supplemented by
the public release of a novel real-world dataset containing urban traf-
fic throughput in intersections. We comparatively evaluate GANNSTER
against state-of-the-art models for traffic forecast and demonstrate its
superior performance.
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1 Introduction

Traffic congestion resulting from growing traffic volumes in urban areas has a
major impact on life, ranging from socio-economic to environmental aspects,
such as air pollution, commute time, and waste of energy. One key method for
reducing congestion is to optimize the traffic light control accordingly based on
the current traffic situation, but also the expected traffic in the near future.
For instance, accurate traffic flow forecasts can be used to improve traffic light
control, therefore reducing the formation of jams or minimizing their effects.

Forecasting traffic flow, however, constitutes a complex problem. Traffic de-
pends on a large variety of factors, for instance, the length of the traffic light
phases, the type of vehicles, the driver behaviour, and the variety of weather
conditions. Additionally, datasets present high variability between consecutive
readings from the road sensors. Such variability of consecutive measurements is
illustrated with an example in Figure 1. Said measurements may be subject to
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noise due to unforeseen external conditions (e.g. untrimmed trees, poor visibility
at night, vandalism, etc.).
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Fig. 1: Example for car throughput in an urban intersection. Data is aggregated
every five minutes. Each line represents 24 hours of data for one traffic sensor.

A variety of different techniques for traffic forecasting have been proposed,
ranging from statistical methods [1] to Deep Learning models [13,18]. Deep
Learning (DL) methods have proved their potential in learning from large amounts
of data. For instance, DL excels in describing sequences of temporally dependent
values [4,12], hierarchical visual processing [15] and data generation [24]. While
these studies present promising results in restricted scenarios, they fail to cap-
ture the spatio-temporal relationships in the data. In an attempt to introduce
this dimension into the model, there has been a large amount of work addressing
methods to embed graph structures into neural networks [2,7,10,14,28,33]. Some
of this work has been applied in the traffic domain, but most of it focuses on
forecasting the average speed of vehicles driving through detectors on highways
rather than throughput of urban traffic.

In this work, we address the challenge of urban traffic flow forecasting, and in-
troduce GANNSTER: Graph Augmented Neural Network Spatio-TEmporal Rea-
soner, a novel deep learning model and system that exploits both temporal and
spatial information through embedded graphs for predicting traffic flow. The pri-
mary purpose of GANNSTER is to provide traffic flow predictions to be used for
traffic light logic optimization. Since traffic light logic optimization requires pre-
dictions at most about one hour ahead, GANNSTER focuses on this short-term
prediction horizon.

Our main contributions are:
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– GANNSTER, a neural network-based system, that embeds and exploits the
temporal and spatial relations in a road network for throughput prediction
across intersections.

– The comparative evaluation of GANNSTER against relevant state-of-the-art
models on a novel real-world dataset. Our evaluation results show that our
approach generally yields higher accuracy than the other evaluated methods.

– A new real-world dataset, MUSTARD-S (Multi-cross Urban Signalized Traf-
fic Aggregated Region Dataset - Small), which contains road traffic data
recorded over 55 days and 6 intersections.

We start by describing related work employing recurrent neural networks,
graph neural networks and other methods for traffic forecasting in Section 2.
Following, in Section 3, we introduce GANNSTER. The experiments, along with
their methodology, are introduced in Section 4. We present and discuss the eval-
uation and experimental results in Section 5. Finally, Section 6 concludes the
paper and discusses opportunities for future work.

2 Related work

The proposed system taps into efficient solutions for traffic forecasting and ex-
plores how the new breed of graph neural networks can tackle the inherent
dynamics of such a complex process. In the following, we provide an overview of
key state-of-the-art approaches.

2.1 Traffic Forecasting

Most of the traffic forecasting approaches use statistical methods [1,9]. While
these types of models work well on small datasets, the increasing number of
traffic sensors, data quantities and heterogeneity, and computational power has
made them obsolete. Recent approaches use machine learning techniques for
detecting non-linear relations among the traffic variables. For instance, works
using Support Vector Regression [25] tend to outperform statistical methods in
terms of accuracy by learning a linear function in the space induced by a non-
linear kernel which corresponds to a non-linear function in the original space.
Following the trend from the machine learning community, researchers turned
towards DL for traffic forecasting [22,26]. While outperforming both statistical
and machine learning methods, base DL methods fail to exploit temporal and
spatial information. With the rise of recurrent neural networks, and particularly
Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) [4,12],
researchers added the temporal dependency to the equation [20,31]. Yet, such
systems still fail to capture the spatial information. In an attempt to add spatial
information, some models incorporated convolutional neural networks [19,30,32],
with the downside of not being able to accurately represent the road network
topology.
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2.2 Graph Neural Networks

Recent trends demonstrated an increasing interest in combining DL techniques
and graphs. Whereas most data problems lie in a Euclidean space, that is not the
case for graph data. Therefore some of the data assumptions do not hold (e.g.
hierarchical representation, flatness, flexible operations with fewer dimensions).

To bypass these difficulties, some approaches included the use of graph-
structured spatial information, such as the PATCHY-SAN that extracted locally
connected regions from graphs using learned feature representations competi-
tive with state-of-the-art graph kernels [21]. GraphSAGE is another approach
that employs inductive learning to leverage graph node attribute information
to efficiently generate representations of previously unseen data [10]. Another
remarkable approach leverages Diffusion Convolution Networks that introduce
a novel diffusion-convolution operation and diffusion-based representations that
can be learned from graph-structured data and used as an effective basis for
node classification [17]. Finally, Attention Based Methods stand out, particu-
larly self-attention mechanisms, that relate different positions of a single se-
quence to compute a representation of the same sequence [27]. Among these,
the method that has gained more popularity relies on generalizing convolutional
neural networks [16] using spectral graph theory. This idea was first introduced
in [3], with Graph Convolutional Networks (GCN). Several works [6,11,14] have
been built on top of these principles using different approximations from spectral
graph theory. These methods have been successfully applied to a growing set of
problems, such as link prediction in optimizing networks [14], and representing
three-dimensional protein structures [7]. A more detailed description of general
GCN can be found in [28,33].

2.3 Graph Neural Networks for Traffic Forecasting

With the evolution of graph-based neural networks, a new opportunity to tackle
traffic forecast problems arose. The work in [29] proposes Spatio-Temporal GCN
(STGCN) to combine graph convolutions and gated temporal convolutions for
extracting the most relevant spatial and temporal features coherently. By equip-
ping a neural network with attention mechanisms, the work in [8] enabled fo-
cusing on a subset of inputs and features. Basically, by computing masks used
to multiply features, the work proposes an attention mechanism with three in-
dependent temporal components, namely recent data, daily data, and weekly
data, fused to generate the final traffic forecast. The work in [17] introduces Dif-
fusion Convolutional Recurrent Neural Networks (DCRNN), a model employing
bidirectional random walks on a graph to learn its spatial dependencies, and an
encoder-decoder with scheduled sampling architecture to detect the temporal de-
pendencies. Our method differs structurally from this approach, as we train the
model directly, and propose an alternative convolution-based approach. Another
important aspect is the fact that DCRNN uses a weighted graph based on the
distance between sensors, which we avoid to reduce the amount of information
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needed about the network. Finally, the work in [5] proposes Traffic Graph Con-
volutional LSTM (TGC-LSTM), a model based on LSTM, that uses Free-Flow
Reachability (FFR) matrices in the graph convolution to provide extra informa-
tion to the model. Similarly to our work, TGC-LSTM uses k-walks matrices, but
without considering previous temporal values. Furthermore, our model does not
depend on any extra information other than the adjacency matrix.

3 GANNSTER

In this section, we detail the structure of GANNSTER and the graph encoding of
the road network to exploit spatio-temporal dependencies for traffic predictions.
We start by introducing the road graph and definitions used throughout this
section.

3.1 Road Graph

The road network structure is crucial for producing accurate traffic forecasts. For
instance, knowing that a road segment is unidirectional often allows reasonably
accurate predictions for the next intersection reached by a vehicle driving on
that road. While this is intuitive for humans, such properties need to be carefully
encoded into the model to enable forecasts.

Fig. 2: Possible paths for a car entering intersection A. There are four possible
directions, and four possible turns. As an example, a car entering (A, north, left)
has four possible destinations: (B, west, {any direction}).
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Figure 2 depicts an example of the graph derived from a map with four
intersections. For the sake of readability, possible paths are only plotted for
intersection A. Each intersection can be entered from four possible directions
(north, east, south, and west), and can be left into four directions (by turning left,
right, going straight, and turning around). Note that the topology in the depicted
example was solely chosen for clarity, and other road structures can be encoded
similarly. In the following subsection, we formally define the construction of the
road graph.

3.2 Definitions

We define the road graph as a directed graph G = (V, E), where each vertex

v = (intersection, source direction, turn) ∈ V (1)

represents one concrete possibility for traversing an intersection (coming from a
specific direction and taking a specific turn). We define that a directed edge

e = (vorigin, vdestination) ∈ E (2)

exists if and only if an intersection can be traversed as specified by vdestination
directly after traversing the same or a different intersection as specified by vorigin.
We assume that sensors are installed at intersections counting vehicles for each
possible source and turning direction (i.e., at each node in G.). For brevity, we
further define N = |V|.

Throughout this work, we assume a discrete time model with equally-sized
steps of five minutes. We define the system state at a specific time step t to
consist of the the number of vehicles detected by each sensor since the previous
time step, and we denote the system state at time t as x(t) ∈ RN . We assume
that, at any time, the recent history of system states is available, that is, the
ordered sequence of system states from the T ′ most recent time steps is known.
We define the prediction horizon as the number of steps (starting from the last
known state) for which the system state shall be predicted, and denote it as T .
Based on this notation, the forecasting problem can be phrased as the problem
of finding a function h that satisfies

[x(t−T ′+1), . . . , x(t);G]
h−→ [x(t+1), . . . , x(t+T )]. (3)

We let A ∈ RN×N denote the adjacency matrix of G defined in the common
way, that is, Ai,j = 1 if (vi, vj) ∈ E , 0 otherwise. Note that A is not necessarily
symmetric since the edges in G are directed.

We define a walk as a sequence of edges [e1 = (v0, v1), . . . , ei = (vi−1, vi)],
which connects a sequence of vertices in the graph. With Mk denoting the k’th
power of a matrix M , given the adjacency matrix A of G, the matrix Ak rep-
resents the number of possible walks of degree k. That is, Ak

i,j represents the
number of walks from vertex vi to vj with length k. In a road traffic graph, this
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can be interpreted as the multitude of nodes that can be reached in k time steps
by a vehicle originally detected in vertex vi.

We define the k-walk matrix as

Âk
i,j = min(Ak

i,j , 1), (4)

such that Âk
i,j = 1 if there is at least one k-degree walk from vi to vj , and

Âk
i,j = 0 otherwise. Each row and column of this matrix represents one vertex in

the graph, and the matrix represents the final vertex (columns) where a vehicle
can arrive starting from the initial vertex (row) in k steps. After multiplying Âk

with the system state, we obtain Âkxt−k, a vector representing the maximum
amount of cars that can arrive at a particular node from any node in the network
in k steps.

We let Dk ∈ RN×N denote the degree matrix of Âk: Dk
ii =

N∑
j=1

Âk
i,j . This

diagonal matrix represents the number of edges that can be reached in exactly k
steps starting from the vertex vi. The inverse of the degree matrix is represented
by D−k.

The GANNSTER model utilizes a similar approach to the Graph Convolution
operation defined in [11,14], using the adjacency matrix as Âx(t) to extract local
information from previous steps.

3.3 GANNSTER Model

GANNSTER incorporates both temporal and spatial information by leveraging
a combination of Graph Convolutions and Recurrent Neural Networks (RNN).

Temporal Information GANNSTER utilizes RNNs, an established type of
DL structures designed for use with temporal data. GANNSTER is agnostic to
concrete type of RNN, and in this work, we instantiate GANNSTER in combi-
nation with LSTM and GRU. RNNs are well-suited for processing sequence data
for predictions but suffer from short-term memory. LSTMs and GRUs mitigate
short-term memory using gates that regulate the flow of information flowing
through the sequence chain. In addition to the temporal traffic information, in
either case, we augment the input vector for the t-step with additional informa-
tion from the graph representing the road network.

Spatio-Temporal Information Road topology contains rich implicit infor-
mation (e.g. adjacency, connectivity, directions). Our objective is to incorporate
this spatio-temporal information into the RNN components of GANNSTER.

In Figure 3 we can see a vehicle, currently positioned in (A, west, straight), at
time t. Let’s assume that, in one timestep, it can move one intersection. Then,
due to the road topology, we know that the vehicle will be in (C, west, any
direction) at time t + 1. Furthermore, at time t + 2 the vehicle can be in (A,
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Fig. 3: Vehicle located in (A, west, straight), and possible paths in one timestep
(blue) and in two timesteps (red).

east, any), (B, south, any), (D, north, any) or (E, west, any). This information
can be used by the model to improve forecast accuracy.

We will use the matrix Âk to incorporate spatio-temporal information. As
it represents the possible k-walks, when computing the product Âkx(t−k), we
obtain the number of vehicles from k timesteps ago and k hops away from i at
position i. This represents a rich new source of information that constitutes the
base for our model.

GANNSTER Network GANNSTER embeds the graph structure along with
the temporal information into the model. We define the parameter K as the
number of past steps that will be considered in the model.

We define a GANNSTER vector as

GANNSTERt =

Kn

k=0

(D−kÂkx(t−k)) (5)

where
f

represents vector concatenation. The vector described in equation
5 will be the input of the RNN. In cases where (t − k) < (t − T ′ + 1), i.e. the
input information for the model is not available because it is too old, we use
x(t−k) = 0. We use D−k to normalize the number of cars in previous steps.

Figure 4 shows the architecture used by GANNSTER, when used jointly with
LSTM. As explained before, other RNN structures can be used. We use many to
many sequence prediction. The main difference with plain RNN architectures is
the addition of the spatio-temporal information as input. Please note that, for
the case K = 0, GANNSTERLSTM becomes a normal LSTM model. Analogous
to other RNN-based systems, we can stack L blocks. We explored large scale
structures and added a dropout layer between blocks. We only use GANNSTER
vectors in the first block. In posterior blocks, the hidden space dimension does
not necessarily match the input space dimension and therefore the k-walk matrix
loses its meaning.
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Fig. 4: GANNSTER architecture.

4 Experimental Evaluation

We conducted an experimental evaluation of GANNSTER to assess the perfor-
mance in terms of forecasting accuracy. For comparison, we included state-of-
the-art models that incorporate topological information about the road network
encoded as graph, as well as simpler baseline models in our evaluation. In con-
trast to GANNSTER and the state-of-the-art methods, the baseline methods
are oblivious to the structure of the road network, and hence, the comparison
to them may indicate the performance benefit stemming from the additional
topological information. For evaluating the performance in an urban setting, we
introduce a novel dataset, MUSTARD-S (Multi-cross Urban Signalized Traffic
Aggregated Region Dataset - Small), which we describe next.

4.1 MUSTARD-S

We present MUSTARD-S (Multi-cross Urban Signalized Traffic Aggregated Re-
gion Dataset - Small), a dataset consisting of 55 days of traffic throughput at
six intersections in a city in China. We are working to increase the size of the
dataset, and will be made public once available. The road network underlying
this dataset is depicted in Figure 5.

4.2 Experimental Settings

For training, we use a 80/10/10 train/validation/test split. Due to the time
dependency of the data samples, we chose a sequential split. For all models, we
train for up to 400 epochs, with an initial learning rate of 0.0001, and Mean
Squared Error (MSE) as a loss function. We have a patience mechanism for
updating the learning rate. Once the validation error does not improve by at
least 0.00001 for 10 iterations, we decrease the learning rate by a factor of 10,
resort to the iteration that achieved the best accuracy in validation and resume
training from that state on. We stop training after the learning rate was updated
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Fig. 5: MUSTARD-S map. Named intersections are considered in the study.

twice, or the epoch limit is reached. We normalize the dataset using Z-score.
History size is one hour of data (12 data points) for all models. We consider a
prediction horizon of 5, 15, 30, 45 and 60 minutes, respectively, into the future
(i.e. 1, 3, 6, 9 and 12 values).

We considered the following models in our evaluation:

– Näıve Baseline. The prediction is the last value observed, regardless of the
prediction horizon.

– DNN. It is a one layer dense neural network. The first layer has N ·T ′ nodes,
output layer has N · T , where N is the number of vertices |V| in the road
graph, T ′ is the history size, and T is the number of steps to predict.

– LSTM, GRU. Vanilla three layers stacked LSTM and GRU, with a hidden
state of 128 nodes, dropout of 0.2, as implemented in PyTorch.

– TGC-LSTM. We use most of the same parameters as in [5]. We use K = 3,
i.e. 3 steps behind. For the FFR matrix we use Âk as a proxy.

– GANNSTER-LSTM, GANNSTER-GRU, our proposed models, in LSTM
and GRU flavours. Implemented using two layers stacked, with a hidden
dimension of 128, and dropout of 0.2, and using the adjacency matrix for the
GANNSTER vectors. We use K = 3, that is, 3 steps behind, as a sufficient
history intake.

All models have been implemented using PyTorch [23]. Source code avail-
able at https://github.com/csalort/GANNSTER. The metrics used for forecast
comparison are Mean Absolute Percentage Error (MAPE), Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE) for n samples, given ground truth
y and prediction ŷ:

https://github.com/csalort/GANNSTER
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MAE =
1

n

n∑
i=1

|y − ŷ| (6)

MAPE =
1

n

n∑
i=1

∣∣∣∣y − ŷ

y

∣∣∣∣ · 100 (7)

RMSE =

√√√√ 1

n

n∑
i=1

(y − ŷ)2 (8)

All experiments were conducted on a KunLun Mission Critical Server with
768 cores (equipped with Intel(R) Xeon(R) CPU E7-8890 v4 @ 2.20GHz) and
12TB of RAM.

5 Results and Discussion

Table 1 presents the results of the forecast experiments on the MUSTARD-S
dataset, given as error between ground truth and prediction. First, we can ob-
serve that the forecasting accuracy generally drops as the prediction horizon is
widened. We can also see that all the models have relatively poor performance,
especially regarding to MAPE. This confirms our hypothesis that the high vari-
ability of the measurements create a challenging forecast environment.

Table 1: MUSTARD-S results. Best performance highlighted in bold.
GANNSTER TGC- LSTM GRU DNN Näıve
GRU LSTM LSTM Baseline

5
m

in MAE 2.346 2.373 3.340 2.628 2.624 2.390 2.551
MAPE 42.769 42.525 69.097 41.460 42.165 43.374 50.000
RMSE 4.055 4.144 7.763 5.651 5.629 4.259 4.884

1
5

m
in MAE 2.444 2.407 3.340 2.658 2.659 2.458 2.587

MAPE 43.377 43.010 69.077 41.781 42.598 44.493 50.377
RMSE 4.294 4.246 7.763 5.688 5.685 4.398 4.957

3
0

m
in MAE 2.476 2.443 3.340 2.703 2.691 2.529 2.687

MAPE 43.979 43.394 69.068 42.485 43.605 45.848 51.404
RMSE 4.366 4.345 7.763 5.743 5.736 4.535 5.249

4
5

m
in MAE 2.567 2.598 3.341 2.738 2.738 2.605 2.806

MAPE 45.238 45.282 69.077 43.008 44.467 47.354 52.645
RMSE 4.634 4.817 7.765 5.795 5.792 4.690 5.618

6
0

m
in MAE 2.619 2.709 3.341 2.799 2.814 2.676 2.931

MAPE 46.192 47.126 69.147 44.753 46.210 48.786 54.053
RMSE 4.825 5.116 7.764 5.937 5.899 4.852 6.017

The Näıve baseline is one of the models performing worst. This type of model
is unable to adapt to the variability of the measurements. Similar results can
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be observed for the DNN. While both models yield low MAPE results, they
perform above average in the remaining metrics. This may be caused by an
overfit during hours of low traffic, generating an overly low prediction model.
On the contrary, RNN performs much better in MAPE. RNN can better adapt
to traffic peaks and have some of the best scores in MAPE. Interestingly, the
LSTM performs best in terms of MAPE. This is because MAPE results in a
disproportionately high error in case of relatively small (true and predicted)
traffic volumes. LSTM is similar to real values when there is not much traffic,
but when the number of cars increases it stops performing so well. TGC-LSTM,
the state-of-the-art model, performs quite poorly. Our hypothesis is that using
Â as a proxy for the FFR matrix hurts the model. It performs worse than
all the baselines, thus making it unsuitable for the properties of the dataset.
Our models, GANNSTERGRU and GANNSTERLSTM, are the best performers
in two out of the three metrics, and rank second in the remaining. Moreover,
the accuracy improvements of GANNSTERGRU and GANNSTERLSTM over
GRU and LSTM, respectively, can be attributed to the incorporation of the
spatio-temporal information into the model. GANNSTER-models improve the
forecast with respect to both baselines and state-of-the-art, therefore being the
best suited model for the problem at hand.

6 Conclusion and Future Work

In this paper, we present GANNSTER, a graph-based RNN model designed to
forecast road traffic. Our experimental evaluation compares GANNSTER with
state-of-the-art methods and baselines on a real-world dataset, which has been
made public. We demonstrate through a performance analysis that GANNSTER
outperforms the state-of-the-art in traffic flow forecast.

Our future lines of research include the possibility to use GANNSTER on
”hidden traffic metrics”, by further exploiting the intrinsic spatio-temporal mech-
anisms at its core. A different line of research is to incorporate more long-term
traffic dynamics into GANNSTER to enable a prediction horizon of days, en-
abling additional use-cases, such as improved city planning. Finally, we aim to
extend the traffic datasets we used for evaluation, covering a larger area over a
longer time, thus exploring the dynamics and robustness of the system at scale.
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