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RQs: How well do LLMs generate socio-political frames & recognize their
presence in texts? Can we localize the frames inside LLMs?




Mechanistic Interpretability of Socio-Political Frames in Language Models

e Example Prompt: Please write a short original
story which evokes the ‘us vs. them’ frame.

e Vicuna: The sun was setting over the city, casting a
warm orange glow over the rooftops. In the
distance, a group of people could be seen
marching, carrying signs and chanting slogans.
They were the opposition, the ones who refused
to conform to the norms and values of society.
They were the outcasts, the rebels, the ones who
dared to challenge the status quo. And as the sun
dipped below the horizon, the line between us and
them became more defined than ever before.

METHODS

1. Prompted LLMs to generate texts on ten
frames and asked humans to grade them

2. Tested zero-shot classification of frames

3. Used ‘causal tracing’ to localize two frames

4. Probed with RFE to detect fame from the
hidden-dim

VISIT OUR POSTER TO LEARN MORE!
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Poster Overview

Gender
® Male
. % Female

» Learn how to tune DeepView
» Discover hidden bias in data
» Detect adversarial data points
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Confident Teacher, Confident Student?
A Novel User Study Design for Investigating

the Didactic Potential of Explanations and
their Impact on Uncertainty

Teodor Chiaburu, Frank Haulser, Felix Bie[Smann



What species is this?

Our model is 39% confident
that this bee is Andrena Mavi

Our model predicted Andrena flavipes

Control Conf

What species is this?

TCAV

CoProNN

What species la this:

~i

iy - o
Our model is 49% confident Our madel is 49% confident
that this bee Iz Andrena flavipes because: that this bee is Andrena flavipes becauss:

Our model Iz 49%, canfident
that this bee 4 A_ndnna flaw:




Explaining LLM-based
Question Answering via
the self-interpretations of a model
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University of Bergen, Norway
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Self-supported Question

Interpretability of Large
NGIHVER IS e\ R e /Gl Language Models (LLMs)

NN E EICRNEWSVE @ (O g-Ne VISl requested to explain the rationale
and complement the answer with behind its own generated answer:

document passage(s) as evidence. + implicitly: e.g. via SQA setup:

Retrieval-Augmented Generation (RAG)

(Fig. from A Great Dane dog. = =)

Menick et al. -

Teaching

language

models to Wikipedia Page: Scooby-Doo

support ;I'his Sa‘:jurday—mornli:ngdertoon [s)eriis

answers with eatured teenagers Fred Jones, Daphne : :

Cerified Blake, Velma Dinkley, and Shaggy Subset of QAMPARI dataset in ALCE benchmark
quotes. arXiv, Rogers, and their talking Great Dane

2022.) named Scooby-Doo.
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