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Introduction

Q = Which enzyme is targeted 
by Evolocumab?

External source

Top K relevant Docs

Prompt:
Given the context 
{Docs} answer 
the question {Q}

LLM Evolocumab 
(AMG145) is a fully 
human monoclonal 

antibody to 
proprotein 

convertase ….

But which documents if any have actually influenced the final answer?

• LLMs are ubiquitous though they are hardly ever used on their own
• Retrieval Augmented Generated (RAG) grounds LLMs in external 

knowledge, reducing hallucinations and improving factuality.
• Feature/data attribution is extensively studied for traditional ML



Shapley Values [1]
• a principled, game-theoretic approach for fair attribution of a payoff
• For a set of players D and a characteristic utility function v(S) that 

defines the worth of any subset (coalition) S  D, ⊆ Shapley value for j is 
defined as:

• utility in traditional ML can be loss, or any output of the model
• requires 2|D| utility computations
• many approximation methods exist



Objectives
• Applying Shapley values in RAG scenario with a tailored utility 

function
• quantifying how well approximations can mirror exact 

attributions while minimizing costly LLM calls
• evaluate their practical explainability in identifying critical 

documents, especially under complex inter-document 
relationships such as redundancy, complementarity, and 
synergy that are common is RAG.



Methodology
• each document is a separate player
• attribution must be w.r.t. the target response (payoff), 

generated by the full coalition D
• Utility – log likelihood of generating the target response 

given the coalition S
• It was used as a evaluation metric for LLM [3]
• Teacher-forcing probability product



Research Questions
• RQ1: Replication Quality

• How accurately can computationally cheaper methods (like Kernel 
SHAP, TMC-Shapley) replicate the "gold standard" exact Shapley 
scores?

• RQ2: Attribution Effectiveness
• How effective are these methods at identifying the k documents 

whose removal causes the largest drop in utility?
• RQ3: Robustness to Inter-document Relationships

• How do these methods perform in complex but common scenarios 
like Redundancy, Complementarity, and Synergy?



Experimental Setup
• Attribution Methods:

• Exact Shapley (Our expensive ground truth)
• Approximations: Kernel SHAP [2], ContextCite [3] (surrogate 

models)
• Sampling-based: TMC-Shapley [4], Beta-Shapley [5]
• Naïve Baseline: Leave-One-Out (LOO)

• LLMs: Mistral-7B, Llama-3.2-8B, Qwen-3B
• Datasets:

• Real-world QA: NQ, BioASQ
• Synthetic Datasets: Custom-built to test Redundancy, 

Complementarity, and Synergy in a controlled way.



RQ1: Replication Quality
• Compare rankings generated by all methods to the ranking of Shapley 

values
• Kernel SHAP and ContextCite closely mirror the true Shapley rankings
• TMC and Beta Shapley need more samples



RQ2: Attribution Effectiveness
• Precision@k to the 

exhaustive top k that cause 
the highest utility drop when 
removed

• Decent results in general, 
though not optimal

• Why?
• Inter-document interactions



Inter-document relationship
• Redundancy

• Question: What is the weather in Suvsambil?
• Documents:

1. The weather in Suvsambil is sunny
2. Suvsambil is a mountainous country
3. The sun is shining in Suvsambil today

• Complementarity
Question: What are the roles or professions of Elara Vayne and JaxKorden?
Documents:

1. Elara Vayne is the chief Star-Navigator of the starship ‘Wanderer’
2. Many young Squibs dream of joining the Sky Guard.
3. Jax Korden serves as the primary Rift-Warden protecting theChronos Gate.

• Synergy (Multi-Hop)
• Question: What is the weather in the capital of Suvsambil?
• Documents:

1. The capital of Suvsambil is Savrak.
2. Weather in Tentak is cloudy.
3. Weather in Savrak is sunny.



Redundancy



Complementarity



Synerg
y



Average normalized attribution scores for synergetic documents A and B, 
tested on Qwen-3B-Instruct, Mistral-7B-Instruct, and LLaMA-3.2-8BInstruct, 
respectively.

Methods under-value "synthesis" documents.



Conclusions
• applying Shapley-based attribution methods to RAG with a 

tailored utility function shows promise.
• methods that account for deeper inter-document 

relationships are needed
• attribution scores alone may be insufficient:

• interpreting the interactions among highly attributed documents is 
also essential for a more complete understanding to improve 
attribution quality

• Shapley Interactions could be a way forward
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