Object Detection: Impact of Deep Learning
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Object Detection: Single Object

(Classification + Localization)

Class Scores
Fully Cat: 0.9

Connected: Dog: 0.05
4096 to 1000 Car: 0.01
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This image is CCO public domain VeCtor: Conynected A

4096 4096 to 4 Box
Coordinates
(x,y, w, h)

Treat localization as a
regression problem!
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https://creativecommons.org/publicdomain/zero/1.0/deed.en

ObJeCt DeteCt|On S|ng|e ObJeCt Correct label:

Cat

(Classification + Localization) l
Class Scores
Fully Cat: 0.9 . Softmax
Connected: Dog: 0.05 Loss
4096 to 1000 Car: 0.01
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Treat localization as a

regression problem! Correct box:
x,y,w,h)
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ObJeCt DeteCt|On S|ng|e ObJeCt Correct label:

(Classification + Localization)

Cat

Class Scores l
Fully Cat: 0.9 __, Softmax
Connected: Dog: 0.05 Loss
4096 to 1000 Car: 0.01 l

Multitask Loss 4= —>Loss

= . Full
This image is CCO public domain VeCtor' Conynected A
4096 4096104  Box

Coordinates —» L2 Loss
(x,y, w, h) ?

Treat localization as a

regression problem! Correct box:
x,y,w,h)
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ObJeCt DeteCt|0n S|ng|e ObJeCt Correct label:

Cat

(Classification + Localization) l
Class Scores
Fully Cat: 0.9 . Softmax
Connected: Dog: 0.05 Loss
4096 to 1000 Car: 0.01 l

o= —>Loss

Fully
Vector:
Connected:

This image is CCO public dom Often pretrained on |mageNet 4096
_ Box
(Transfer learning) 0% tod Coordinates —» L2 Loss

(X, ¥, w, h) ?

Treat localization as a
regression problem! Correct box:
x,y,w,h)

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 40 May 14, 2019



https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Object Detection: Multiple Objects

CAT: (x,y, w, h)

DOG: (x, y, w, h)
DOG: (x,y, w, h)
CAT: (x, y, w, h)

DUCK: (x, y, w, h)
DUCK: (x, y, w, h)
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Each image needs a

Object Detection: Multiple Objects giserent number of outputs!

CAT: (X,y,w,h) 4 humbers

DOG: (x,y, w, h)

DOG: (x,y,w, h) 16 numbers
CAT: (x, y, w, h)

DUCK: (x, y, w, h) Many
DUCK: (X, y, W, h) numbers!
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? NO
Cat? NO
Background? YES
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? YES
Cat? NO
Background? NO
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? YES
Cat? NO
Background? NO
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Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? NO
Cat? YES
Background? NO

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 46 May 14, 2019



Object Detection: Multiple Objects

Apply a CNN to many different crops of the
image, CNN classifies each crop as object
or background

Dog? NO
Cat? YES
Background? NO

Problem: Need to apply CNN to huge
number of locations, scales, and aspect
ratios, very computationally expensive!
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Region Proposals: Selective Search

e Find “blobby” image regions that are likely to contain objects
e Relatively fast to run; e.g. Selective Search gives 2000 region
proposals in a few seconds on CPU

Alexe et al, “Measuring the objectness of image windows”, TPAMI 2012

Uijlings et al, “Selective Search for Object Recognition”, IJCV 2013

Cheng et al, “BING: Binarized normed gradients for objectness estimation at 300fps”, CVPR 2014
Zitnick and Dollar, “Edge boxes: Locating object proposals from edges”, ECCV 2014
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R-CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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R-CNN

L/ Warped image regions
LS (224x224 pixels)
Regions of Interest

(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN

ConvN

ConvN
et

ConvN
et

Fei-Fei Li & Justin Johnson & Serena Yeung

Forward each
region through
ConvNet

ﬁ Warped image regions

(224x224 pixels)

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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R-CNN

SVMs

SVMs

SVMs

ConvN

ConvN
et

ConvN
et

Fei-Fei Li & Justin Johnson & Serena Yeung

Classify regions with
SVMs

Forward each
region through
ConvNet

ﬁ Warped image regions

(224x224 pixels)

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

R-CNN

Bbox reg || SVMs Classify regions with

Bbox reg || SVMs SVMs
Bboxreg || SVMs ) ConvN Forward each
ConvN ot region through
ot ConvNet
ConvN !
et E Warped image regions
(224x224 pixels)

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 54 May 14, 2019



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN

Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

Bbox reg || SVMs Classify regions with Problem: Very slow!

Bbox reg || SVMs
Bbox reg SVMs ‘
ConvN
et
ConvN
et !

ConvN
et

SVMs Need to do ~2k

independent forward

Forward each :
passes for each image!

region through
ConvNet

ﬁ Warped image regions

(224x224 pixels)

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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“Slow”

R-CNN

Predict “corrections” to the Rol: 4 numbers: (dx, dy, dw, dh)

Bbox reg || SVMs Classify regions with Problem: Very slow!

Bbox reg

SVMs

Bbox reg

SVMs

ConvN

s

ConvN
et

ConvN
et

SVMs Need to do ~2k
independent forward

Forward each :
passes for each image!

region through
ConvNet

Idea: Process image

ing!
ﬁWarped image regions before cropping!

Swap convolution

(224x224 pixels) and cropping!

Regions of Interest
(Rol) from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

“Slow” R-CNN

Conv
Conv Net

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 57 May 14, 2019



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

“Slow” R-CNN
/ / “conv5” features i
t Conv Net

“ ” Run whole image
Backbone through ConvNet

network: =
AlexNet, VGG,
ResNet, etc

ConvNet

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

: “Slow” R-CNN
Regions of Slo C _
Interest (Rols) [svws |
from a proposal
method ﬁ@:i/ conv5” features Conv

Conv Net
« ” Run whole image Conv e
Backbone through ConvNet
network: -

AlexNet, VGG, ConvNet

ResNet, etc

Input image

yright Ross Girshick, 2015; source. Reproduced with permission.

Girshick, “Fast R-CNN”, ICCV 2015.
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Fast R-CNN

Regions of Slow” R-CNN _
Interest (Rols) ) . [svwms |
4 / rop + Resize features
from a proposal L7 [ ]
& ” : Conv
method “conv5” features
Conv Net
“ ” Run whole image
Backbone through ConvNet
network: |
AlexNet, VGG, ConvNet

ResNet, etc

yright Ross Girshick, 2015; source. Reproduced with permission.

Girshick, “Fast R-CNN”, ICCV 2015.
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Fast R-CNN

Regions of CNN Per-Region Network Slow” R-CNN
SVMs
Interest (Rols) i [svws |
L/ =7 /7 Crop+Resize features
from a proposal P
method &I/ “conv5” features Conv
t Conv Net

« ” Run whole image

Backbone through ConvNet
network: =

ConvNet =

AlexNet, VGG,
ResNet, etc &£

yright Ross Girshick, 2015; source. Reproduced with permission.

Girshick, “Fast R-CNN”, ICCV 2015.
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Fast R-CNN

Object Linear +
category softmax Linear | Box offset

Regions of CNN Per-Region Network Slow” R-CNN
SVMs
Interest (Rols) i [svwms |
from a proposal LT /7 /7 Crop +Resize features
-SVMs
method &I/ “conv5” features Conv
t Conv Net

“ ” Run whole image

Backbone through ConvNet
network: =

ConvNet =

AlexNet, VGG,
ResNet, etc &£

Girshick, “Fast R-CNN”, ICCV 2015. pyright Ross Girshick, 2015; source. Reproduced with permission.
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Fast R-CNN

Object Linear +
category softmax Linear
Regions of ! C;N k
Interest (Rols)
LT [T [T

from a proposal

method

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

Box offset

Per-Region Network

Crop + Resize features

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

V

“convb” features

Run whole image
through ConvNet

Fei-Fei Li & Justin Johnson & Serena Yeung

“Slow” R-CNN
Conv
Conv Net
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Cropping Features: Rol Pool

Input Image Image features
(e.g. 3 x640 x 480) (e.9.512x 20 x 15)

o Girshick, “Fast R-CNN”, ICCV 2015.
Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool

Project proposal\‘

onto features

\
CNN
- —
nput Iag ﬂ Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool ...+

_ grid cells
Project proposal\‘

onto features

\
CNN
- —
put Ig | Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
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| : ) \ Divide into 2x2
Cropping Features: Rol Pool ...+ Divide ino 22

Project proposal\‘ grid cells equal subregions

onto features

Input Image Image features
(e.g. 3 x640 x 480) (e.9.512x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
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| : ) \ Divide into 2x2
Cropping Features: Rol Pool ...+ Divide ino 22

Project proposal\‘ grid cells equal subregions

onto features

Max-pool within
each subregion

>

Region features
(here 512 x 2 x 2;
In practice e.g 512 x 7 x 7)

Input Image Image features Reqi
gion features always the
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) same size even if input

regions have different sizes!
Girshick, “Fast R-CNN”, ICCV 2015.
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| : ) \ Divide into 2x2
Cropping Features: Rol Pool ...+ Divide ino 22

Project proposal\‘ grid cells equal subregions

onto features

Max-pool within
each subregion

>

Region features
(here 512 x 2 x 2;
In practice e.g 512 x 7 x 7)

Input Image Image features Reqi
gion features always the
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) same size even if input

regions have different sizes!

Girshick. “Fast RCNN'. 1GGY 2015, Problem: Region features slightly misaligned
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Cropping Features: Rol Align

(1] H ”'
Project proposal\‘No SAapping

onto features

\
CNN
- —
put Ig | Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017
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Sample at regular points

Cropping Features: Rol Align in each subregion using

« ing”! bilinear interpolation
Project proposal\‘No Shapping” i

onto features

o]

® ? ® ?

XIS

Input Image Image features
(e.g. 3 x640 x 480) (e.9.512x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017
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Sample at regular points

Cropping Features: Rol Align in each subregion using

« ing”! bilinear interpolation
Project proposal\‘No Shappings P
7~

onto features 4
~
_T1 @ O

4 _ ___._ | .
TO-@=TTe9<

! ! L N N~ . ‘

| | ™~

[ [ ~

I I

| |

Feature fXy for point (x, y)

| | is a linear combination of
Input Image Image features features at its four
(e.g. 3x 640 x 480) (e.9. 512x 20 x 15) neighboring grid cells:

He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

13 - ”'
Project |C>roposal\"\'o shapping
~

onto features

P

1

-~

”

-~

—1o-

At
i
|
[
|
|

Input Image
(e.g. 3 x640 x 480)

Image features
(e.g. 512 x 20 x 15)

2
fay = Zi,jzl

Fei-Fei Li & Justin Johnson & Serena Yeung

He et al, “Mask R-CNN”, ICCV 2017

L |

s

Sample at regular points
in each subregion using
bilinear interpolation

e

~

f eR’|f. eR>
11 12 21 12
(X,,Y4) Y,)
et AT
12 5 2212
o &
(X,,Y,) | (X,,Y,)

(x,y)

Feature f_ for point (x, y)
y

is a linear combination of

features at its four

neighboring grid cells:

fi,j max(0,1 — |z — ;|) max(0,1 — |y — y;|)
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Sample at regular points

Cropping Features: Rol Align in each subregion using

« ing”! bilinear interpolation
Project proposal\‘No Shapping” i

onto features

Max-pool within
each subregion

o]

>
o ? o ?
oo |loe Region features
(here 512 x 2 x 2;
: VA In practice e.g 512 x 7 x 7)
Input Image Image features
(e.9. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017
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R-CNN vs Fast R-CNN

Test time (seconds)

Tral nlng tl me (HOU rS) B Including Region propos... [l Excluding Region Propo...
SPP-Net 4.3
SPP-Net r2.3

Fast R-CNN 8.75

2.3
Fast R-CNN l
0 25 50 75 100 0.32

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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R-CNN vs Fast R-CNN

Test time (seconds)

Trai ning ti me (HOU rS) B Including Region propos... [l Excluding Region Propo...
SPP-Net 4.3
SPP-Net r2.3
Fast R-CNN 8.75 l Problem |
2.3 [
Fast R-CNN - i :
0 25 50 o5 100 0.32 Runtime dominated

by region proposals!

0 15

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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Faster R-CNN: e Ry|  Prepestonin
Make CNN do proposals!

Classification

/ Rol pooling

‘ NS<
Uoo

Insert Region Proposal

proposals from features 7L

Region Proposal Network SN

feature map

Otherwise same as Fast R-CNN:
Crop features for each proposal,
classify each one

CNN v
4 /

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 Vo LS AT ) _~
Figure copyright 2015, Ross Girshick; reproduced with permission 5
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Region Proposal Network

Input Image
(e.g. 3 x 640 x 480) Image features
(e.g. 512 x 20 x 15)
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Region PrOpOsaI Network Imagine an anchor box

of fixed size at each
point in the feature map

Input Image ‘J
(e.g. 3 x 640 x 480) Image teatures
(e.g. 512 x 20 x 15)
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Region PrOpOsaI Network Imagine an anchor box

of fixed size at each
point in the feature map

Anchor is an object?
1x20x15

2 P
T 2\
§ i ‘
W e
Ny | DARL NG
3 %
i A 2 l‘\\‘

NN |

[

|np tlag At each point, predict
u .
(e.g. 3 x 640 x 480) age Iéatures whether the cprresponqlng
(e.g. 512 x 20 x 15) anchor contains an object
(per-pixel logistic regression)
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Region PrOpOsaI Network Imagine an anchor box

of fixed size at each
point in the feature map

Anchor is an object?
1x20x15

Box transforms
- 4 x20x15

ce For positive boxes, also predict
Input Image

(e.g. 3 x 640 x 480) Image features a transformation from the
(e.g. 512 x 20 x 15) anchor to the ground-truth box

(regress 4 numbers per pixel)
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In practice use K different

Region PrOpOsaI Network anchor boxes of different

size / scale at each point

w1 S Anchor is an object?
> — 7 Kx20x15

Box transforms
4K x 20 x 15

SN AR RRRRNNE TR S
. " |\ . VR | A\ e
Gl N Sy N MMV AN A) § S

Input Image
(e.g. 3 x 640 x 480) Image features
(e.g. 512 x 20 x 15)
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In practice use K different

Region PrOpOsaI Network anchor boxes of different

size / scale at each point

> s n
- = = 3 Anchor is an object?
i 2 — 7 Kx20x15
CNN : I > I ‘ Conv
0 Box transforms
- T 4Kx20x15

AR ANE A5 L L L) Sort the K*20%15 boxes by
Input Image their “object” score, take top
(e.g. 3 x 640 x 480) Image features ~300 as our proposals

(e.g. 512 x 20 x 15)
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(@]

Faster R-CNN: |

Make CNN do proposals! 2

Classification

/ Rol pooling

‘ 0SS
Uoo

Jointly train with 4 losses:

1. RPN classify object / not object %propogm/ /
2. RPN regress box coordinates g

3. Final classification score (object Region Proposal Network 25,

classes)
4. Final box coordinates

feature map

CNN v
4 /

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 =27 77
Figure copyright 2015, Ross Girshick; reproduced with permission 5

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 84 May 14, 2019




Faster R-CNN:

Make CNN do proposals!

R-CNN Test-Time Speed
R-CNN
SPP-Net
Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45

Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 12 - 85 May 14, 2019



(@]

Faster R-CNN. Tloss By | P regressontos

Make CNN do proposals!

Classification Boul bo - — /
Glossing over many details: loss regression lo: -/ Rol pooling

- Ignore overlapping proposals with r% ‘ ‘ y .

non-max suppression proposals
- How to determine whether a / /- /

proposal is positive or negative? Region Proposal Network ;5
- How many positives / negatives

to send to second stage? TRATAE Tha

- How to parameterize bounding
box regression?

CNN -
4 /

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 ST 77
Figure copyright 2015, Ross Girshick; reproduced with permission
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. Classification Bounding-box
FaSter R'CNN loss % ﬂ regression loss
o

Make CNN do proposals!

Bounding-pox
regression [oss

Classification
loss

Faster R-CNN is a

Two-stage object detector Y.
Q propogals/ /’<7
First stage: Run once per image v/
- Backbone network Region Proposal Network

- Region proposal network

feature map

Second stage: Run once per region
- Crop features: Rol pool / align
- Predict object class
- Prediction bbox offset 4

a4
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Faster R-CNN:  Dowerealyneed | 00 i

Make CNN do proposals! the second stage?

Bounding-pox
regression [oss

Classification
loss

Faster R-CNN is a

Two-stage object detector Y.
Q propogals/ /’<7
First stage: Run once per image v/
- Backbone network Region Proposal Network

- Region proposal network

feature map

Second stage: Run once per region
- Crop features: Rol pool / align
- Predict object class
- Prediction bbox offset 4

a4
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Single-Stage Object Detectors: YOLO / SSD / RetinaNet

Within each grid cell:

- Regress from each of the B
base boxes to a final box
with 5 numbers:

(dx, dy, dh, dw, confidence)

- Predict scores for each of C
classes (including
background as a class)

- Looks a lot like RPN, but
category-specific!

Input image Divide image into grid

3xHxW 7x7
oo et a1 “You Onl Look Once Image a set of base boxes OUtlet'
Uﬁiﬁrgg,n;e::-}imoeuog}eyct Detection”, VPR 2016 centered at each grid cell 7 X7TX (5 B+ C)

Liu et al, “SSD: Single-Shot MultiBox Detector”, ECCV 2016 Here B - 3
Lin et al, “Focal Loss for Dense Object Detection”, ICCV 2017
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Object Detection: Lots of variables ...

Backbone “Meta-Architecture” Takeaways

VGG16 Single-stage: YOLO / SSD but more accurate

ResNet-101 Hybrid: R-FCN |
Inception V2 SSD is much faster but

Inception V3 Image Size not as accurate
Inception # Region Proposals

ResNet Bigger / Deeper
MobileNet backbones work better

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017

R-FCN: Dai et al, “R-FCN: Object Detection via Region-based Fully Convolutional Networks”, NIPS 2016

Inception-V2: loffe and Szegedy, “Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift”, ICML 2015
Inception V3: Szegedy et al, “Rethinking the Inception Architecture for Computer Vision”, arXiv 2016

Inception ResNet: Szegedy et al, “Inception-V4, Inception-ResNet and the Impact of Residual Connections on Learning”, arXiv 2016
MobileNet: Howard et al, “Efficient Convolutional Neural Networks for Mobile Vision Applications”, arXiv 2017
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Object Detection: Lots of variables ...

Backbone “Meta-Architecture” Takeaways

Network Two-stage: Faster R-CNN Faster R-CNN is slower
VGG16 Single-stage: YOLO / SSD but more accurate
ResNet-101 Hybrid: R-FCN

Inception V2 SSD is much faster but
Inception V3 Image Size not as accurate
Inception # Region Proposals

ResNet Bigger / Deeper
MobileNet backbones work better

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
Zou et al, “Object Detection in 20 Years: A Survey”, arXiv 2019 (today!)

R-FCN: Dai et al, “R-FCN: Object Detection via Region-based Fully Convolutional Networks”, NIPS 2016

Inception-V2: loffe and Szegedy, “Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift”, ICML 2015
Inception V3: Szegedy et al, “Rethinking the Inception Architecture for Computer Vision”, arXiv 2016

Inception ResNet: Szegedy et al, “Inception-V4, Inception-ResNet and the Impact of Residual Connections on Learning”, arXiv 2016
MobileNet: Howard et al, “Efficient Convolutional Neural Networks for Mobile Vision Applications”, arXiv 2017
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