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TagSNPs Problem

TagSNPs Problem

Single Nucleotide Polymorphisms

More than 99.9% sequence of DNA is similar between different
populations

Most of the variations come given by single nucleotide
polymorphism (SNPs)
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TagSNPs Problem

TagSNPs Selection Problem

If an individual carries out a SNP then, with high probability
will carry out another “close” SNP
The value of one SNP can be used to predict the value of
other SNP
TagSNP selection problem:

Given a set of SNPs, find the minimum subset that can
be used to predict the rest of SNPs

Prediction ability is given in terms of correlation



Estimation of Distribution Algorithms for Combinatorial Problems in Bioinformatics

TagSNPs Problem

TagSNPs Selection Problem

Prediction ability is given in terms of correlation threshold
rmin

Single Marker: A SNP si tags another SNP sj if ri,j > rmin

Multiple Marker: A subset of SNPs T tags a single SNP si ,
if rT ,i > rmin

We consider marker subsets with |T | ≤ 2

Santana, R., Mendiburu, A., Zaitlen, N., Eskin, E., and Lozano, J. A. (2010). Multi-marker tagging single nucleotide
polymorphism selection using estimation of distribution algorithms. Artificial Intelligence in Medicine, 50(3), 193-201.
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TagSNPs Problem

TagSNPs Selection Problem

Codification
x = (x1, . . . , xn) where

xi =

{
1 if si is a tagSNP
0 otherwise

Optimization problem

min f (x) =
n∑

i=1

xi

subject to x tags all the SNPs
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TagSNPs Problem

Datasets
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EDAs

Probabilistic graphical models

Probabilistic graphical model

Graphical models

A probabilistic graphical model for X = (X1,X2, . . . ,Xn) encodes a graphical
factorization of a joint probability distribution p(x)

It has two components:
A structure S (e.g. directed acyclic graph for Bayesian networks).
A set of local marginal probability values.

S represents a set of conditional independence assertions between the
variables.
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EDAs

Graphical models in optimization

Optimization approaches

Optimization problem

f̂ = maxxi∈{1,...,K}n f (x)

EDAs
Population based evolutionary algorithms
Use probabilistic models instead of genetic operators
At each generation a probabilistic model of the selected
population is learnt
The probabilistic model is used to sample new solutions
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EDAs

Graphical models in optimization

Probabilistic distributions in EDAs
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EDAs

Graphical models in optimization

Pseudocode of UMDA

UMDA (Muhlenbein and Paas:1996)
1 D0 ← Generate M solutions randomly
2 l = 1
3 do {
4 Ds

l−1 ← Select N ≤ M solutions from Dl−1
according to a selection method

5 pl(x) =
∏n

i=1 p(xi |Ds
l−1)← Estimate the joint

probability of the selected solutions
6 Dl ← Sample M solutions (the new population)

from pl(x)
7 } until A stop criterion is met
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EDAs

Graphical models in optimization

EDAs: other probabilistic model used

Markov-chain model

pMK (x) = p(x1, . . . , xk+1)
n∏

i=k+2

p(xi | xi−1, . . . , xi−k )

Tree model

pTree(x) =
n∏

i=1

p(xi | pa(xi))

Mixture of trees model

pMT (x) =
m∑

j=1

λjp
j
Tree(x)
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EDAs for TagSNPs

EDA approaches: Tree model

Classical and restricted tree-EDA approaches
Tree-EDA: The tree is learnt from the matrix of mutual
information learned from data
Tree-EDAr : The tree is learnt from the data constrained to
known interaction of problem instance
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EDAs for TagSNPs

EDA for tagSNP selection problem

TreeEDA TreeEDAr
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EDA for tagSNP selection problem

TreeEDA TreeEDAr
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EDAs for TagSNPs

EDA for tagSNP selection problem

TreeEDA TreeEDAr
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EDAs for TagSNPs

Datasets

Characteristics of the datasets
No. of datasets: 58
No. of SNPs: 780–1089
No. of pairs: 1937–4467
No. of triples: 76007–264906

Algorithm Parameters

Pop. Size: 5000
Selection: 15
Repetitions: 30
Generations: 100
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EDAs for TagSNPs

Preliminary Results
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EDAs for TagSNPs

Results

TreeEDA vs TreeEDAr

Average results: TreeEDAr obtains better results in 43 from
58 datasets
Best results: TreeEDAr obtains better results in 26 from 58
datasets and the same results in 15 of them
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EDAs for transfer learning

Solving new instances
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EDAs for transfer learning

Solving new instances
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EDAs for transfer learning

Transfer Learning

Questions
What information extract from
the problems?
How to define relatedness
between problems?
How to transfer the available
information?
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EDAs for transfer learning

Transfer Learning

Transfer Learning for Optimization
Transfer of solutions
Structural transfer
Behavioral or algorithmic
transfer
Combined transfer
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Transfer Learning for TagSNPs with EDAs

Transfer Learning in the TagSNP problem

Structural Transfer
The possible dependencies between the variables are
transfered
Four different transfer strategies are evaluated
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Transfer Learning for TagSNPs with EDAs

Tn1: Aggregated Interactions
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Transfer Learning for TagSNPs with EDAs

Tn1: Aggregated Interactions
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Transfer Learning for TagSNPs with EDAs

Tn2: Pure Transfer
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Transfer Learning for TagSNPs with EDAs

Tn2: Pure Transfer
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Transfer Learning for TagSNPs with EDAs

Tn3: Limited Information. Overlapping Variables
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Transfer Learning for TagSNPs with EDAs

Tn3: Limited Information. Overlapping Variables
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Transfer Learning for TagSNPs with EDAs

Tn4: Limited Information. EDA results
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Transfer Learning for TagSNPs with EDAs

Tn4: Limited Information. EDA results
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Transfer Learning for TagSNPs with EDAs

Tn4: Limited Information. EDA results
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Transfer Learning for TagSNPs with EDAs

Tn4: Limited Information. EDA results
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Transfer Learning for TagSNPs with EDAs

Transfer Learning in the tagSNP Problem. Tn1 and
Tn2

Tn1
A matrix of interactions for problem i is created by
combining the interactions between any pair of SNPs in
problem i that were detected in any of the other SNP
datasets

Tn2
Identical to Tn1 but information about the interactions in
problem i is not included in the aggregation matrix.
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Transfer Learning for TagSNPs with EDAs

Transfer Learning in tagSNP Problem Tn3 and Tn4

Tn3
The most related problems to problem i are selected as
those that share the largest set of common variables
(SNPs) with it.
The aggregation matrix is formed using the matrix of
interactions from this subset of problems.

Tn4
The interaction matrix of each problem j are used to solve
problem i
The best interaction matrices for problem i are aggregated
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Transfer Learning for TagSNPs with EDAs

Similarities between problems (share SNPs)
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Transfer Learning for TagSNPs with EDAs

Similarities between problems (structural similarity)
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Transfer Learning for TagSNPs with EDAs

Transfer Learning Results
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Transfer Learning for TagSNPs with EDAs

Transfer Learning Results

Tn1 improves all the results of TreeEDA and TreeEDAr

Tn2 improves in all but one
Tn3 improves in 91% and 79% TreeEDA and TreeEDAr

respectively
Tn4 improves in 90% and 76% TreeEDA and TreeEDAr

respectively
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Transfer Learning for TagSNPs with EDAs

Conclusions

Transfer learning is an attractive alternative for EAs and
EDAs
Simple transfer learning can dramatically improve the
results of optimization algorithms
It is a new area in optimization that deserves much
attention
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Transfer Learning for TagSNPs with EDAs
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Transfer Learning for TagSNPs with EDAs

EDAs for protein problems

Protein problems addressed

Protein folding in HP model

To find the HP configuration with lowest energy

Side chain placement problem
To find the optimal positioning of the side chain with
respect to a given backbone

Protein design

To find the sequence that has the lowest energy with
respect to a protein structure
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Transfer Learning for TagSNPs with EDAs

EDAs for protein problems

HP and functional model protein

Example

Figure: Best solution found for sequence
HPHPPHHPHPPHPHHPPHPH
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Transfer Learning for TagSNPs with EDAs

EDAs for protein problems

Results in the two-dimensional lattice

Figure: Optimal solution and three sub-optimal solutions for the s7
sequence
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