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PriCLeSS
Privacy-Conscious
Legally-Sound blockchain Storage

OVERALL OBJECTIVES AND WORKPACKAGES

1-Leverage blockchains to provide legal and technical tools to automate and audit operations that
access or exploit personal data.

2-provide providing legal and technical tools to addresses the challenges posed by distribution and
cross-border exchanges

3-design an ecosystem of legal and technical tools that can support blockchain-based distributed
storage applications, while satisfying privacy and legal requirements

WP 1 - Harnessing Blockchain Assets for Privacy Protection

• Task 1.1: Privacy Opportunity Analysis.

• Task 1.2: From Legal Requirements to Specification.

• Task 1.3: Smart Contracts for Legal Compliance.

WP 2 - Legal Compliance and Scalability through Distribution

• Task 2.1: Challenges of Distribution.

• Task 2.2: Combining legal specifications and distribution requirements.

• Task 2.3: Improving Blockchain storage.

WP 3 - An Ecosystem to address the Blockchain’s shortcomings

• Task 3.1: Privacy versus technical characteristics of the Blockchain.

• Task 3.2: Enforcing privacy policies.

• Task 3.3: Composing data structures into a consistent ancillary ecosystem.

BLOCKCHAIN VS GDPR - TASKS 1.1 2.1 3.1
Five Major Challenges [1, 2]

Public permissioned Public permissionless Private permissioned
IMMUTABILITY

1st challenge: Irreversibility of DLT
⇒ challenges for data subject rights

Possibility to change content, ledger
not immutable, depends on consensus
mechanism & number of nodes.

Very challenging to comply with data
protection rules.

Possibility to change content, ledger
not immutable, depends on consensus
mechanism & number of nodes.

DECENTRALIZATION
2nd challenge: Identification of Con-
trollers and Processors

Nodes are identified and authorized to
create the ledger, data protection rules
are enforceable.

Nodes not identified nor authorized to
create the ledger, data protection rules
are NOT enforceable.

Nodes are identified and authorized to
create the ledger, data protection rules
are enforceable.

3rd challenge: Transfer of data out-
side the EU

Restrictions on location can be im-
plemented, data protection rules are
enforceable.

No clear solutions for restricting node
location, data protection rules are
NOT enforceable.

Restrictions on location can be im-
plemented, data protection rules are
enforceable.

4th challenge: Consent management
in a decentralized environment

Reading non-authorized ⇒ difficult to
design correct consent management
procedure.

Reading non-authorized ⇒ difficult to
design correct consent management
procedure.

As reading is authorized, consent and
privacy notice can be managed.

AUTOMATION
5th challenge: Automation of decision
made with personal data,

Challenging to implement a correct
data protection approach.

Challenging to implement a correct
data protection approach.

Solvable with the correct data protec-
tion approach (consent or other legal
basis).

Not a problem: due to the technological characteristics of the given type of DLT, the challenge does not pose a problem.
Issue: the challenge does pose an issue, but it can be easily solved with a legal or a technical solution, without distorting the DLT approach.
Big issue: the challenge does pose an issue, which cannot be easily solved, neither with a legal nor with a technical work-around.

Identified solutions [3]

Challenges Solutions
Not using
DLT

Keeping data
off-chain in a
database, with hash
pointers

Encryption of
data, deletion of
encryption keys

Using private
DLTs

Using mutable
blockchain-like
data structures

Using legal
scope of
interpretation

Other potential
technical
solutions

Im
m

ut
ab

ili
ty

Right to
rectification

Solved Unclear status of
on-chain hash

Data only made
inaccessible

Partially solved Solved Not Relevant Not Relevant

Right to erasure Solved Solved Solved Partially Solved Solved May be applied Not Relevant

Right to object Solved Solved Solved Partially Solved Solved May be applied Not Relevant

Right to withdraw
consent

Solved Solved Solved Partially Solved Solved May be applied Not Relevant
D

ec
en

tr
al

iz
at

io
n Identification of the

data controller
Solved Solved Solved Partially solved May be applied

Identification of the
data transfers

Solved Not Relevant Not Relevant Partially solved Not Relevant May be applied Sharding

Consent
management

Solved Not Relevant Not Relevant Not Relevant Not Relevant Not Relevantx SSI

A
ut

om
at

io
n Right not to be

subject to fully
automated deci-
sions

Solved Not Relevant Not Relevant Not Relevant Not Relevant May be applied Auditing

REDESIGNING THE BLOCKCHAIN - TASKS 2.2 2.3
SplitChain: Resilient-Scalable Sharding [4]

Adaptive elastic sharding, dynamically adpting to load

• Proof of Eligibility [13] at a local level

• Each shard managages a separate set of transactions

• Broadcast-based intershard coordination: No inter-shard consensus

• High resistance to attacks

• More details in follow-up poster...

SHARED MEMORY WITH BYZANTINE ACTORS
Three abstractions and how to pass from one to the other [5]

• Implementation of R/W Increment from Send Receive (with t < n
3 ), which implies Read/Write-

Increment from Read/Write with a resilience of t < n
3 .

• We observed that the definition of Read/Write register is included in that of definition of Read/Write-
increment.

• We observed that the definition of the Read/Write-increment register is included in the that of the Read/
Append register.

• We proved that t < n
3 is necessary and sufficient to implement a read/write increment from read/write.

• We proposed an implementation of a Read-append register from a Read/Write-increment register with
a resilience of t < n

2 . We also proved that this is optimal.

Privacy-preserving atomic register [6]

• Based on Shamir’s secret sharing [14]

• Algorithm based on well known ABD register [15]

• Tolerates up t < n
7 Byzantine failures

Write Read

BROADCAST-BASED BLOCKCHAIN ALTERNATIVES - TASKS 3.2 3.3
Large-Scale Consensus Unnecessary for Many Applications

• Money Transfer [16, 17]

• E-voting [7]

• Self-Sovereign Identity [7]

Reliable Broadcast Abstraction - BRB

Sender
process

Receiver
processes

Set of messages delivered
by correct processes

Set of messages broadcast
by correct processes

Allow/Deny List Object [7]

We showed that system wide consensus is unnecessary in a variety of applications

Three operations

• APPEND Add an element to the list

• PROVE Valid if element is in the list

• READ Return list of valid PROVE operations

Allow/Deny List Object

E-VotingAsset TransferDIMS/SSI

Main results

• AllowList has consensus number one

• DenyList has consensus number k, k being the number of processes that can perform
PROVE operations

Application to

• Anonymous Money Transfer

• SSI/DIMS/Verifiable Credentials

• E-voting

Good-Case Latency of Early-Stopping Byzantine Reliable Broadcast [8]

• Good case latency: Number of rounds needed for the correct processes to brb-deliver a message brb-
broadcast by a correct process

• Early stopping: Number of rounds depends on the effective actual number f of Byzantine processes
f = n − c ≤ t (e.g. min(t + 1, f + 2)) [18]

Main result:

• Novel deterministic algorithm that can brb-deliver a message m in at most max(2, t + 3 − c) rounds in
good cases

In a nutshell

• During a round: each process adds its signature to the message + signatures chains it receives, and sends
them to each process

• Identification of a pattern in a set of messages and a predicate

• At round R, a process considers only valid message + signatures chains (those have exactly R different
signatures)

Construct Signature-Free BRB Algorithms under a Message Adversary

Novel Primitive k2l-cast k2 `-cast (for k-to-`-cast): modular many-to-many
abstraction
(k correct processes k2 `-cast) → (` correct processes k2 `-deliver)
Operations:

• k2 `_cast(m, id)
• k2 `_deliver(m, id) (callback)

Reconstruct existing signature-free BRB algorithms to make them

• MA-tolerant

• shorter and simpler to analyze

• more efficient (they terminate earlier)

Message
adversary

Message
deletion

k broadcasts ` deliveries

Bracha

Threshold Original version (ECHO phase) k2 `-cast-based version (objE)

Forwarding qf

⌊n + t

2

⌋
+ 1 t + 1

Delivery qd

⌊n + t

2

⌋
+ 1

⌊n + t

2
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Imbs & Raynal

Threshold Original version (WITNESS phase) k2 `-cast-based version (objW)

Forwarding qf n − 2t
⌊n + t

2

⌋
+ 1

Delivery qd n − t
⌊n + 3t

2

⌋
+ 1

Mutual Broadcast [9, 10]

Message passing allows interleavings that are forbidden in shared memory.

Message-Passing Patterns
p

p′

m

m′

MP1

p

p′

m

m′

MP2

p

p′

m

m′

MP3

Read/Write patterns
p

p′

x.Write(1)

x′.Write(1)

x′.Read() → 0

x.Read() → 0

RW1

p

p′

x.Write(1)

x′.Write(1)

x′.Read() → 0

x.Read() → 1

RW2

p

p′

x.Write(1)

x′.Write(1)

x′.Read() → 1

x.Read() → 1

RW3

Mutual Broadcast: novel abstraction that forbids MP1.

• Validity. Only mbroadcast messages are mdelivered

• No-duplication. Messages are mdelivered at most once

• Mutual ordering. For any pair of processes p and p, if p mbroadcasts a message m and p mbroadcasts a
message m, it is not possible that p mdelivers m before m and p mdelivers m before m.

In Byzantine case:

• read-append instead of read-write

• forbid MP1 and MP3

OUTREACH
• Brunessen Bertrand and Sandrine Turgis speakers at Colloque L’Europe et les

nouvelles technologies, Nanterre, 10/06/2021.

• Blockchain & Privacy Conference (Rennes, 2022) organized by Brunessen
Bertrand and Sandrine Turgis, 22 speakers from France, Belgium and Canada.
To be published in 2023 with Larcier (editor).

• Brunessen Bertrand and Sandrine Turgis speakers at Blockchain and Privacy
International Workshop, Berkman-Klein Center for Internet and Society, Har-
vard University (Massachussets/Etats-Unis), 22 mai 2023.

• Damien Franchi, talk “Blockchain et Smart Cities : Source denjeux juridiques
et techniques du local à linternational”, 9/11/2022, Colloquium, Rennes

• Damien Franchi, talk “L’intégration européenne par la recherche d’une iden-
tité numérique européenne confrontée aux traitements des données à caractère
personnel”, 9/05/2023, Bayonne
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