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Abstract

CLARA project aims to empower teachers to facilitate the
creation of licensable Educational Resources (ER) based on
existing ones. Our approach will suggest a relevant set of
ERs that are coherent with a course sketch and have
compatible licenses.

The main challenges we face are (1) how to enrich a
network of ERs using Al algorithms, and (2) how to
guarantee a minimal set of license-compatible ERs
relevant to a given course goal with query relaxation
techniques. We will exploit ERs provided by the French
Ministry of Education and the X5-GON* project.
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Goals

WP1. To build a corpus of linked ERs with a rich semantic
representation (available metadata, licenses, similarities,

dependencies, etc.).
WP2. To enrich the semantic annotations with machine

learning algorithms (concepts, temporality of concepts,
prerequisites,, etc.).

WP3. To design a query engine that facilitates finding
relevant license-compatible educational resources.

WP4. To involve teachers to test our solutions all along
the project.

Main achievements

CLARA

Creating and Linking
Licensable Educational Resources
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EMBEDD-ER: EMBEDDing ERs using LOD [3]

Goal: Describe efficiently ERs' content and unseen ERs.
Approach: Based on ER’
Target: Embeddings with entities in Wikipedia.
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Several experiments validate our approach.

PreSAGE: Precedability Prediction Between ERs [13]

Goal: To help educators and learners to navigate through ERs.
Approach: Based on ERs’ textual expression, an enriched KG
is built. Thanks to this KG and GraphSAGE (an existing GNN
model), PreSAGE is able to predict precedability.

Target: Predict precedability between ERs. We define
precedability as the possibility of one element to precede

another.
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Workflow for Extracting ODRL Licenses from Text [4]

Goal: Automatically analyse license texts.
Approach: Symbolic and formal methods.
Target: RDF representation (ODRL vocabulary*).

Benchmark for Evaluating RDF Reification [5]

Goal: Evaluation of the impact of RDF reification models
and multi-valued properties on several triplestores.
Approach: Experiments with four reifications models, 28
SPARQL queries over four triplestores.

Target: A reification model and triplestore for our KG and
a benchmark (datasets and queries).
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A Survey on SPARQL Query Relaxation [12]

Goal: Overview of SPARQL query relaxation litterature with a
focus on challenges posed by RDF annotation models: standard
reification, named graphs, n-ary relations, singleton properties,
and RDF-Star.

Approach: Comparative analysis of 12 works (published
between 2006 and 2021) organized in two parts: logical
relaxation (ontology-based) and similarity of instances .

Open issues: (a) Querying both data and metadata generates
larger queries, increasing the possibilities for relaxation.
Therefore, ontology-based relaxation solutions should optimize
their pruning methods. (b) Different RDF reification models
result in varied forms of RDF graphs, which means that
similarity-based approaches that follow graph structures need
to be adapted accordingly. (c) Overall, this survey reveals that
no existing query relaxation solution effectively leverages both
RDF triples and their annotations.

We have 13 publications: https://project.inria.fr/clara/publications-2/
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A Hybrid Approach for SPARQL Query Relaxation

Goal: An approach for query relaxation that efficiently
leverages RDF data and their annotations.

Approach: Hybrid query relaxation model that integrates
both entity-based and ontology-based relaxation
techniques..

Target: (1) Develop a new lattice pruning technique that
uses a similarity function, optimally integrating class and
property similarity with instance and literal similarity,
relative to the original query. (2) Create a new benchmark
for evaluating relaxation methods for queries that target
both data and metadata. This benchmark will support the
experimental evaluation, enabling comparison of our
model with state-of-the-art approaches.

Follow-up PARTAGE

PARTAGE is a CominlLabs innovation action that began
in September 2024, aimed at providing teachers with
integrated tools to find, access, and remix Open
Educational Resources.

Building on the achievements of the CLARA and
Florilege projects, PARTAGE will leverage Semantic Web
technologies and Al-enhanced metadata to implement
FAIR principles (Findable, Accessible, Interoperable,
Reusable) for educational resources.
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