
Sébastien Briot1, Abdelhamid Chriette1, Isabelle Fantoni1, Damien Six1,
Philipp T. Tempel1,
François Chaumette2, Alexandre Krupa2, Paolo Robuffo Giordano2,
Lev Smolentsev2, Fabien Spindler2
1Laboratoire des Sciences du Numérique de Nantes (LS2N)
2Centre Inria de l’Université de Rennes

WP 2: Control of Underactuated Systems with Soft Bodies and Vision-Based Control

Objective: Shape Control of a flexible cable using
visual servoing embedded on the drone

Methodology:

• Parabola model for cable shape:
• Proposed visual features extracted from RGB-D

image:
• Visual error to minimize:
• Control law with a feed-forward and integral

terms:

• Secondary task for maintaining cable visibility:

Features tracking from RGB-D camera:

• Estimation of the normal of the cable plane from
observed point-cloud by RANSAC algorithm.

• Kalman filtering of the normal and estimation of
the plane roll and yaw angles.

• Extraction of pointcloud intersecting the plane.
• Estimation of parabolic coefficients a, b by least

squares.

Experimental results:
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Fig. 5: Scenario 1: results of the cable shape visual servoing.
(a) Desired and current parabola coefficients. (b) Desired and
current yaw angle of the cable plane. (c) Error for ↵ and  bf

(visibility task).

is chosen as the world frame Fw, but it could be the frame
of the onboard camera if this one was also used to perform
visual odometry. The coordinates of the cable attachment
point in the quadrotor body frame bfpf = (0, 0,�0.13m)
were measured manually. Note that the attachment point is
not directly in the drone COG due to the presence of the
battery and the Jetson TX2 that balance the position of the
COG closer to the barycenter of the drone. The cable is made
of a rubber rope with a length chosen to be L = 1.6 m
and diameter of 16 mm. In practice, a high camera frame
rate and fast image processing are preferable for the visual
servoing to be responsive. Therefore, processing the point
cloud to extract the visual features and the plane angle �
becomes a challenging task for the embedded hardware on
the small drone due to the processing delay between camera
shot and tracking. To achieve real-time capability, a hardware
acceleration of our image processing was implemented on
the GPU of the Jetson TX2 using the CUDA framework5. It
allows us to track the visual features at a rate of 20 Hz.

B. Scenario 1: cable manipulation

In this scenario, we test the autonomous shaping task of
the cable by the follower drone while the leader drone is

5https://docs.nvidia.com/cuda/doc/index.html
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Fig. 6: Scenario 1: trajectories generated by the Maneuver
module to track the shape visual servoing (SVS) control
inputs.

maintained in a hovering mode. The results of this exper-
iment are also presented in the accompanying video. The
initial shape of the cable is such that s0 = (1.3,�1.5, 270o),
the initial yaw angle involved in the cable visibility task is
 bf0

= 228o and we set a sequence of target shapes (after
the visual servoing starts at time t = 5 s) to reach suc-
cessively: s⇤1 = (2.1,�1.5, 270o), s⇤2 = (2.1,�2.4, 270o),
s⇤3 = (2.1,�2.4, 315o) and s⇤4 = (1.1,�1.3, 270o). The
shape visual controller was set with control gain � = 0.25,
integral gain µ = 0.025 and window size N = 10. Fig. 5(a)-
(b) shows the convergence of the visual features s to their
successive desired values. The evolution of the error e↵ =
↵ � ↵⇤ related to the cable yaw angle and the error of the
visibility task e =  bf � ↵⇤ are presented in Fig. 5(c).
We can note the convergence of the visibility task once the
visual servoing starts. Then the visibility task is correctly
maintained and reacts to the change of ↵⇤. As shown in
Table I, all visual features and the error of the visibility task
converge to their desired values with fast convergence times
relative to the large displacement the follower drone has

e = s�s⇤ of the cable. It is clear from (2) that the variation
of s is achieved thanks to the relative velocity vl � vf

of the attachment points. This means that it is possible to
carry out the shaping task with only the drone bf , while
the other performs another navigation task. In particular, we
use a leader-follower control strategy in which the drone bl,
which we call the leader, is remotely controlled by a human
operator and the drone bf (the follower) is equipped with
an onboard RGB-D camera and is controlled by visual
servoing to autonomously apply a desired shape to the cable.
This allows to autonomously maintain the desired shape of
the cable while the operator controls its rigid movement
by teleoperating the leader drone. In practice, we use 2
quadrotor drones each offering 4 degrees of freedom (DOF)
(3 translations and one decoupled yaw rotation). To perform
the shaping task of the cable by the follower drone, we
propose to apply for its translational velocity the following
control law:

v⇤
f = bvl + �R(�)Me+ µR(�)M

NX

i

ei (4)

where bvl is an estimation of the velocity of the leader drone,
� is the control gain of the visual servoing, and the right
part corresponds to an integral term with gain µ computed
from the past visual errors memorized in a sliding window
of size N . In practice, we set bvl as the control velocity of
the leader that is defined by the operator through a joystick.
The integral term is added to compensate the presence of
unmodelled flight disturbances and possible drift between
the actual leader velocity and its teleoperation reference.

Since the yaw angle  bf of the follower drone is decoupled
from the yaw angle ↵ of the cable due to the passive ball
joint, it is not used in the cable shaping task. We therefore
propose to control it to autonomously maintain the best
visibility of the cable in the center of the image with the
control law:

 ̇⇤
bf = ��( bf �  ⇤

bf )� µ
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bf ) (5)

where  ⇤
bf

= ↵⇤ is the desired yaw angle of the drone
and a similar integral term is added. This secondary task
that is fully decoupled from the shaping task aligns the
camera optical axis on the cable plane. In this case, the cable
projection seen on the RGB image corresponds to a straight
line vertically centered in the image and not a parabola. This
is not an issue since the method proposed in Section IV for
tracking the features a, b and ↵ uses the depth data provided
by the onboard RGB-D camera.

III. LOW-LEVEL CONTROLLER OF THE FOLLOWER DRONE

In this section, we detail how to generate the propeller
velocities of the follower drone from the translational and
yaw velocities provided by the visual control laws.

A. Drone modelling

The system is described by the body frames Fbf and Fbl

of the follower and leader drones respectively. The origin
of these frames are the center of gravity (COG) of each
drone and their control velocities are expressed in the world
frame Fw. The dynamics of the drone bi with i 2 {f, l}
holding a cable is described by the following system of
equations:

wṗi = vi

v̇i =
fi
mi
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where fi and ⌧ i are the total thrust and body moment
expressed in Fbi , ge3 is the gravity vector with e3 =
(0, 0, 1), mi stands for the mass of the quadrotor bi and
Ibi represents its inertia matrix. The unit quaternion qi =
(qwi , qxi , qyi , qzi) is used to represent the orientation of the
body frame Fbi with respect to the world frame Fw. It can
also be represented by the rotation matrix Ri(�bi , ✓bi , bi) =
f(qi), with (�bi , ✓bi , bi) being the drone roll, pitch, and yaw
angles expressed in Fw. The vector !i denotes the angular
velocity of the body frame of the quadrotor. Finally, wfci and
i⌧ ci represent the cable tension wrench due to its weight
and an eventual hanging load on the cable. In our work
this wrench is processed as an unknown disturbance on the
drone bi. To map the total thrust fi and the body torques
⌧ i to the propeller velocities !propi , the inverse allocation
matrix A�1

i is used with Ai given by (under the assumption
that the barycenter of the drone coincides with its COG):
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where k and c are aerodynamic coefficients of the propellers
that can be identified following the procedure described
in [21], l is the distance between the COG of the quadrotor
and the propellers. These equations (6) and (7) come from
the well-known dynamics of drones [21], [22].

B. Follower drone controller

The main idea behind the control of the system (6) is
to drive the quadrotor COG pf to a desired position in
Fw to achieve the desired cable shape s⇤. It can be done
by designing a thrust vector fRfe3 to track the desired
translation p⇤

f of the drone and its velocity v⇤
f . At the same

time, the quadrotor torques ⌧ are controlled by aligning
its body orientation with the desired one denoted R⇤

f to
apply the thrust in the right direction and drive the yaw
angle  bf to the desired value  ⇤

bf
. Note from (6) that the

quadrotor is underactuated and has only four controllable
DOFs, which are wpf and  bf . One common solution to

e = s�s⇤ of the cable. It is clear from (2) that the variation
of s is achieved thanks to the relative velocity vl � vf

of the attachment points. This means that it is possible to
carry out the shaping task with only the drone bf , while
the other performs another navigation task. In particular, we
use a leader-follower control strategy in which the drone bl,
which we call the leader, is remotely controlled by a human
operator and the drone bf (the follower) is equipped with
an onboard RGB-D camera and is controlled by visual
servoing to autonomously apply a desired shape to the cable.
This allows to autonomously maintain the desired shape of
the cable while the operator controls its rigid movement
by teleoperating the leader drone. In practice, we use 2
quadrotor drones each offering 4 degrees of freedom (DOF)
(3 translations and one decoupled yaw rotation). To perform
the shaping task of the cable by the follower drone, we
propose to apply for its translational velocity the following
control law:

v⇤
f = bvl + �R(�)Me+ µR(�)M
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where bvl is an estimation of the velocity of the leader drone,
� is the control gain of the visual servoing, and the right
part corresponds to an integral term with gain µ computed
from the past visual errors memorized in a sliding window
of size N . In practice, we set bvl as the control velocity of
the leader that is defined by the operator through a joystick.
The integral term is added to compensate the presence of
unmodelled flight disturbances and possible drift between
the actual leader velocity and its teleoperation reference.

Since the yaw angle  bf of the follower drone is decoupled
from the yaw angle ↵ of the cable due to the passive ball
joint, it is not used in the cable shaping task. We therefore
propose to control it to autonomously maintain the best
visibility of the cable in the center of the image with the
control law:
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where  ⇤
bf

= ↵⇤ is the desired yaw angle of the drone
and a similar integral term is added. This secondary task
that is fully decoupled from the shaping task aligns the
camera optical axis on the cable plane. In this case, the cable
projection seen on the RGB image corresponds to a straight
line vertically centered in the image and not a parabola. This
is not an issue since the method proposed in Section IV for
tracking the features a, b and ↵ uses the depth data provided
by the onboard RGB-D camera.

III. LOW-LEVEL CONTROLLER OF THE FOLLOWER DRONE

In this section, we detail how to generate the propeller
velocities of the follower drone from the translational and
yaw velocities provided by the visual control laws.

A. Drone modelling

The system is described by the body frames Fbf and Fbl

of the follower and leader drones respectively. The origin
of these frames are the center of gravity (COG) of each
drone and their control velocities are expressed in the world
frame Fw. The dynamics of the drone bi with i 2 {f, l}
holding a cable is described by the following system of
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where fi and ⌧ i are the total thrust and body moment
expressed in Fbi , ge3 is the gravity vector with e3 =
(0, 0, 1), mi stands for the mass of the quadrotor bi and
Ibi represents its inertia matrix. The unit quaternion qi =
(qwi , qxi , qyi , qzi) is used to represent the orientation of the
body frame Fbi with respect to the world frame Fw. It can
also be represented by the rotation matrix Ri(�bi , ✓bi , bi) =
f(qi), with (�bi , ✓bi , bi) being the drone roll, pitch, and yaw
angles expressed in Fw. The vector !i denotes the angular
velocity of the body frame of the quadrotor. Finally, wfci and
i⌧ ci represent the cable tension wrench due to its weight
and an eventual hanging load on the cable. In our work
this wrench is processed as an unknown disturbance on the
drone bi. To map the total thrust fi and the body torques
⌧ i to the propeller velocities !propi , the inverse allocation
matrix A�1

i is used with Ai given by (under the assumption
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where k and c are aerodynamic coefficients of the propellers
that can be identified following the procedure described
in [21], l is the distance between the COG of the quadrotor
and the propellers. These equations (6) and (7) come from
the well-known dynamics of drones [21], [22].

B. Follower drone controller

The main idea behind the control of the system (6) is
to drive the quadrotor COG pf to a desired position in
Fw to achieve the desired cable shape s⇤. It can be done
by designing a thrust vector fRfe3 to track the desired
translation p⇤

f of the drone and its velocity v⇤
f . At the same

time, the quadrotor torques ⌧ are controlled by aligning
its body orientation with the desired one denoted R⇤

f to
apply the thrust in the right direction and drive the yaw
angle  bf to the desired value  ⇤

bf
. Note from (6) that the

quadrotor is underactuated and has only four controllable
DOFs, which are wpf and  bf . One common solution to
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Fig. 8: Scenario 2: results of the cable shape visual servoing
of the follower drone during leader following, box grasping,
transportation and release. (a) Desired and current parabola
coefficients with the grasp, transportation and release of
an object that occur within the time period indicated by
the orange box. (b) Desired and current yaw angle of the
cable plane. (c) Error for ↵ and  bf (visibility task) (d)
Feedforward term used during the control of the follower
drone bf that corresponds to the teleoperated translational
velocity bvl of the leader drone bl.
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parts.
In this paper we propose to control the shape of the cable

by visual servoing unlike all the works mentioned above
that did not use on-board cameras on their drones. Our
visual servoing approach relies on a geometrical model of
the suspended cable that we chose as simple as possible:
a parabola. The modelling of the interaction matrix that
relates the variation of the coefficients of the parabola to
the velocities of the cable extremities was detailed in our
previous work [20] where only one extremity of the cable
was manipulated by a grounded robot arm. To the best of
our knowledge, we propose in this paper the first onboard
shape visual servo control approach for manipulating and
deforming a cable to a desired shape configuration with
quadrotor drones. The contributions of our work are:

• A shape visual servoing control method using a parabola
model for a cable between two drones;

• A leader-follower strategy with one teleoperated drone
and one autonomously adjusting the cable shape;

• An image processing method for real-time shape track-
ing and control using an RGB-D camera onboard the
follower drone;

• Validation through real experiments, including object
transport by two drones.

The rest of the paper is organised as follows: Section II
presents the high-level controller of our bi-drone system that
corresponds to the shape visual servoing part. Section III
details the low-level controller that generates the speeds to
be applied to the drone propellers from the control inputs
provided by the shape visual servoing. Section IV presents
our image processing pipeline to detect and track in real-time
the shape of the cable from the data provided by the onboard
RGB-D camera. Section V describes the experimental setup
and shows the results obtained from real-flying experiences.
Finally Section VI concludes this paper.

II. SHAPE VISUAL SERVOING OF THE CABLE

In this section, we present our visual servoing approach
for controlling the shape of a cable suspended between two
drones.

A. Parabola model of the cable

Each extremity of the cable is attached to a drone as
can be seen in Fig. 1. The attachment points pf and pl

are considered as passive ball joints. We propose to model
the cable that is subjected to gravity by a simple parabola
expressed in the reference frame Ft, whose origin coincides
with the point pf . The orientation of this frame with respect
to an arbitrary world frame Fw whose z axis is vertical is
given by the yaw angle ↵ and the roll angle � of the plane
containing the cable. The coordinates in Fw of any point wp
of the cable are given by:

wp = wpf +R(�)R(↵)tp (1)

where R(�) and R(↵) are the roll and pitch rotation matrices
describing the orientation of the cable plane, and tp =
(0, ty, aty2+bty) represents the parabola model of the cable

Fig. 1: Schematic illustration of the system consisting of a
flexible cable attached to 2 drones. The parabola used to
model the cable is depicted in red. Ft stands for the cable
frame, Fbf and Fbl for the body frames of the 2 drones. The
normal vector wn of the plane containing the cable, which
also corresponds to the x axis of Ft, is expressed in Fw

thanks to the orientation angles ↵ and �.

expressed in Ft. To control the shape of the cable we define
s = (a, b,↵) being the vector of visual features to regulate
to a desired value s⇤ = (a⇤, b⇤,↵⇤). In our previous work
that used a serial robot for manipulating a cable [20], we
assumed that the cable was lying in a perfect vertical plane,
which means that � was strictly zero and R(�) the identity
matrix. However, this assumption no longer holds when the
cable is manipulated by drones, since they generate rolling
motion of the cable plane due to aerodynamic disturbances,
even with the presence of passive ball joints in the cable
attachment points. The method to estimate the parameters
a, b,↵ and the rolling angle � is described in Section IV.

For this non-vertical plane case, the relation between the
velocities vl = wṗl,vf = wṗf of the attachment points and
the variation of visual features ṡ is formulated by:

vl = vf +R(�)Mṡ+N�̇ (2)

To keep it simple, we consider at this modeling step that the
velocity �̇ can be neglected and that � always remains small.
We will see in Section V that our system is robust to such
approximations. In that case, matrix M is given by:

M =

2

4
�k1 sin↵ �k2 sin↵ �D cos↵
k1 cos↵ k2 cos↵ �D sin↵

n1 n2 0

3

5 (3)

with all its terms and properties developed and explained
in [20]. It is worth recalling that D stands for the span of
the cable (the horizontal distance between the attachment
points) that can be estimated from the parabola coefficients
a, b and the known length L of the cable, which is the only
a priori knowledge required in the determination of M.

B. Shape visual servoing control laws

To deform the cable to some desired shape s⇤, we propose
a visual servoing control law generating the control velocity
of the attachment point pf to drive to zero the shape error

e = s�s⇤ of the cable. It is clear from (2) that the variation
of s is achieved thanks to the relative velocity vl � vf

of the attachment points. This means that it is possible to
carry out the shaping task with only the drone bf , while
the other performs another navigation task. In particular, we
use a leader-follower control strategy in which the drone bl,
which we call the leader, is remotely controlled by a human
operator and the drone bf (the follower) is equipped with
an onboard RGB-D camera and is controlled by visual
servoing to autonomously apply a desired shape to the cable.
This allows to autonomously maintain the desired shape of
the cable while the operator controls its rigid movement
by teleoperating the leader drone. In practice, we use 2
quadrotor drones each offering 4 degrees of freedom (DOF)
(3 translations and one decoupled yaw rotation). To perform
the shaping task of the cable by the follower drone, we
propose to apply for its translational velocity the following
control law:

v⇤
f = bvl + �R(�)Me+ µR(�)M

NX

i

ei (4)

where bvl is an estimation of the velocity of the leader drone,
� is the control gain of the visual servoing, and the right
part corresponds to an integral term with gain µ computed
from the past visual errors memorized in a sliding window
of size N . In practice, we set bvl as the control velocity of
the leader that is defined by the operator through a joystick.
The integral term is added to compensate the presence of
unmodelled flight disturbances and possible drift between
the actual leader velocity and its teleoperation reference.

Since the yaw angle  bf of the follower drone is decoupled
from the yaw angle ↵ of the cable due to the passive ball
joint, it is not used in the cable shaping task. We therefore
propose to control it to autonomously maintain the best
visibility of the cable in the center of the image with the
control law:

 ̇⇤
bf = ��( bf �  ⇤

bf )� µ
NX

i

( bf i
�  ⇤

bf ) (5)

where  ⇤
bf

= ↵⇤ is the desired yaw angle of the drone
and a similar integral term is added. This secondary task
that is fully decoupled from the shaping task aligns the
camera optical axis on the cable plane. In this case, the cable
projection seen on the RGB image corresponds to a straight
line vertically centered in the image and not a parabola. This
is not an issue since the method proposed in Section IV for
tracking the features a, b and ↵ uses the depth data provided
by the onboard RGB-D camera.

III. LOW-LEVEL CONTROLLER OF THE FOLLOWER DRONE

In this section, we detail how to generate the propeller
velocities of the follower drone from the translational and
yaw velocities provided by the visual control laws.

A. Drone modelling

The system is described by the body frames Fbf and Fbl

of the follower and leader drones respectively. The origin
of these frames are the center of gravity (COG) of each
drone and their control velocities are expressed in the world
frame Fw. The dynamics of the drone bi with i 2 {f, l}
holding a cable is described by the following system of
equations:

wṗi = vi

v̇i =
fi
mi

2

4
2(qwiqyi + qxiqzi)
2(qyiqzi � qwiqxi)
1� 2(q2xi

+ q2yi
)

3

5� ge3 +
wfci (6)

q̇i =
1

2


0
!i

�
⌦ qi

!̇i = I�1
bi

(⌧ i � !i ⇥ Ibi!i +
i⌧ ci)

where fi and ⌧ i are the total thrust and body moment
expressed in Fbi , ge3 is the gravity vector with e3 =
(0, 0, 1), mi stands for the mass of the quadrotor bi and
Ibi represents its inertia matrix. The unit quaternion qi =
(qwi , qxi , qyi , qzi) is used to represent the orientation of the
body frame Fbi with respect to the world frame Fw. It can
also be represented by the rotation matrix Ri(�bi , ✓bi , bi) =
f(qi), with (�bi , ✓bi , bi) being the drone roll, pitch, and yaw
angles expressed in Fw. The vector !i denotes the angular
velocity of the body frame of the quadrotor. Finally, wfci and
i⌧ ci represent the cable tension wrench due to its weight
and an eventual hanging load on the cable. In our work
this wrench is processed as an unknown disturbance on the
drone bi. To map the total thrust fi and the body torques
⌧ i to the propeller velocities !propi , the inverse allocation
matrix A�1

i is used with Ai given by (under the assumption
that the barycenter of the drone coincides with its COG):

✓
fi
⌧ i

◆
= k

2
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where k and c are aerodynamic coefficients of the propellers
that can be identified following the procedure described
in [21], l is the distance between the COG of the quadrotor
and the propellers. These equations (6) and (7) come from
the well-known dynamics of drones [21], [22].

B. Follower drone controller

The main idea behind the control of the system (6) is
to drive the quadrotor COG pf to a desired position in
Fw to achieve the desired cable shape s⇤. It can be done
by designing a thrust vector fRfe3 to track the desired
translation p⇤

f of the drone and its velocity v⇤
f . At the same

time, the quadrotor torques ⌧ are controlled by aligning
its body orientation with the desired one denoted R⇤

f to
apply the thrust in the right direction and drive the yaw
angle  bf to the desired value  ⇤

bf
. Note from (6) that the

quadrotor is underactuated and has only four controllable
DOFs, which are wpf and  bf . One common solution to

parts.
In this paper we propose to control the shape of the cable

by visual servoing unlike all the works mentioned above
that did not use on-board cameras on their drones. Our
visual servoing approach relies on a geometrical model of
the suspended cable that we chose as simple as possible:
a parabola. The modelling of the interaction matrix that
relates the variation of the coefficients of the parabola to
the velocities of the cable extremities was detailed in our
previous work [20] where only one extremity of the cable
was manipulated by a grounded robot arm. To the best of
our knowledge, we propose in this paper the first onboard
shape visual servo control approach for manipulating and
deforming a cable to a desired shape configuration with
quadrotor drones. The contributions of our work are:

• A shape visual servoing control method using a parabola
model for a cable between two drones;

• A leader-follower strategy with one teleoperated drone
and one autonomously adjusting the cable shape;

• An image processing method for real-time shape track-
ing and control using an RGB-D camera onboard the
follower drone;

• Validation through real experiments, including object
transport by two drones.

The rest of the paper is organised as follows: Section II
presents the high-level controller of our bi-drone system that
corresponds to the shape visual servoing part. Section III
details the low-level controller that generates the speeds to
be applied to the drone propellers from the control inputs
provided by the shape visual servoing. Section IV presents
our image processing pipeline to detect and track in real-time
the shape of the cable from the data provided by the onboard
RGB-D camera. Section V describes the experimental setup
and shows the results obtained from real-flying experiences.
Finally Section VI concludes this paper.

II. SHAPE VISUAL SERVOING OF THE CABLE

In this section, we present our visual servoing approach
for controlling the shape of a cable suspended between two
drones.

A. Parabola model of the cable

Each extremity of the cable is attached to a drone as
can be seen in Fig. 1. The attachment points pf and pl

are considered as passive ball joints. We propose to model
the cable that is subjected to gravity by a simple parabola
expressed in the reference frame Ft, whose origin coincides
with the point pf . The orientation of this frame with respect
to an arbitrary world frame Fw whose z axis is vertical is
given by the yaw angle ↵ and the roll angle � of the plane
containing the cable. The coordinates in Fw of any point wp
of the cable are given by:

wp = wpf +R(�)R(↵)tp (1)

where R(�) and R(↵) are the roll and pitch rotation matrices
describing the orientation of the cable plane, and tp =
(0, ty, aty2+bty) represents the parabola model of the cable

Fig. 1: Schematic illustration of the system consisting of a
flexible cable attached to 2 drones. The parabola used to
model the cable is depicted in red. Ft stands for the cable
frame, Fbf and Fbl for the body frames of the 2 drones. The
normal vector wn of the plane containing the cable, which
also corresponds to the x axis of Ft, is expressed in Fw

thanks to the orientation angles ↵ and �.

expressed in Ft. To control the shape of the cable we define
s = (a, b,↵) being the vector of visual features to regulate
to a desired value s⇤ = (a⇤, b⇤,↵⇤). In our previous work
that used a serial robot for manipulating a cable [20], we
assumed that the cable was lying in a perfect vertical plane,
which means that � was strictly zero and R(�) the identity
matrix. However, this assumption no longer holds when the
cable is manipulated by drones, since they generate rolling
motion of the cable plane due to aerodynamic disturbances,
even with the presence of passive ball joints in the cable
attachment points. The method to estimate the parameters
a, b,↵ and the rolling angle � is described in Section IV.

For this non-vertical plane case, the relation between the
velocities vl = wṗl,vf = wṗf of the attachment points and
the variation of visual features ṡ is formulated by:

vl = vf +R(�)Mṡ+N�̇ (2)

To keep it simple, we consider at this modeling step that the
velocity �̇ can be neglected and that � always remains small.
We will see in Section V that our system is robust to such
approximations. In that case, matrix M is given by:

M =

2

4
�k1 sin↵ �k2 sin↵ �D cos↵
k1 cos↵ k2 cos↵ �D sin↵

n1 n2 0

3

5 (3)

with all its terms and properties developed and explained
in [20]. It is worth recalling that D stands for the span of
the cable (the horizontal distance between the attachment
points) that can be estimated from the parabola coefficients
a, b and the known length L of the cable, which is the only
a priori knowledge required in the determination of M.

B. Shape visual servoing control laws

To deform the cable to some desired shape s⇤, we propose
a visual servoing control law generating the control velocity
of the attachment point pf to drive to zero the shape error
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Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.
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flexible bodies

Short term: Manipulation of single soft body through
combined action of two UAVs

(a) Approach phase. (b) Grasp/contact phase. (c) Manipulation phase.

Figure 4. Three main stages of manipulating a single soft body with drones.
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(a) (b)

Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
term:

v⇤m = vf + �Mê + µM
NX
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⇤
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= ��( bm �  
⇤
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)� µ
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( bmi
�  

⇤
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)

with control gain � > 0, µ > 0 and M relating the
velocities of the cable attachment points with the
velocities of the visual features
Secondary control task of the quadrotor yaw  bm

for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task

2EXVM\M

M =

2

4
�k1b↵ �k2b↵ �D+↵
k1+↵ k2+↵ �Db↵

D
2 + tk1 D + tk2 0

3

5 with ki = f (s, D, L)

where L is the cable length
Necessary condition to do the task is `�MFM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵
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(a) First experiment with one
drone and µ = 0

(b) Second experiment with two
drones

(c) Third experiment with box
grasping mbox = 0.3kg

Figure 6. Three experiments with cable shape control and manipulation using
drones.

(a) Target cable configurations in red (b) Final target cable configuration achieved

(c) Tasks error (d) Control velocities

Figure 7. One drone visual servoing experiment.

(a) Second experiment with some
intermediate task, µ = 0.025, N = 5

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Desired drone pose and yaw evolution

Figure 8. Slack cable manipulation
experiment

(a) Third experiment with some
intermediate task, µ = 0.025, N = 10

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Velocity command sent to the leader drone

Figure 9. Box manipulation with a cable
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taut and we propose to generalize this possible set of con-
figurations in a single and simple geometrical model: a 2nd

order polynomial curve, that is, a parabola. We show through
simulations and experimental results that such approximation
is sufficient. The proposed shape control approach only
uses the length of the cable as a priori knowledge and the
visual information provided by a RGB-D camera observing
the cable. Moreover, it is capable of operating with slack
and taut configurations and does not need to observe the
cable extremities. In particular, the chain model considered
in [11] and in [5] does not allow to consider any taut
configurations due to a singularity of the corresponding shape
Jacobian, while our parabola model is not singular in this
configuration apart when the cable is taut horizontally or
vertically. An analytic expression of the shape Jacobian is
derived for this model, thus avoiding the limitations of the
model-free methods mentioned earlier. Another advantage of
our solution is that it does not consider any mechanical model
of the DLO and thus does not need any knowledge about its
material mechanical properties. In contrast, our method relies
only on an approximate geometrical model that is extracted
and tracked from RGB-D data.

The paper is organized as follows: Section II presents the
selected model of the tether cable and the visual features
proposed for controlling its shape. The related Shape Jaco-
bian matrix is analytically derived, from which a complete
singularity analysis is performed and a classical visual servo-
ing controller is presented. Section III describes the image
processing developed to track in real-time the cable shape
from the successive 3D point clouds provided by a RGB-
D camera. Section IV presents simulation and experimental
results of the proposed visual servoing approach. Finally,
Section V summarizes the results of our work.

II. POLYNOMIAL VISUAL SERVOING

A. Tether Modelling
We begin by defining Cartesian frames and 3D points

necessary to model the tether shape. Coordinate frames are
shown on Fig. 1. Note that both the tether frame Ft and the
world frame Fw are defined so that their z axis is in the
opposite direction of the gravity. Points pm and pf represent
tether attachment points and pm is selected as the origin of
Ft. To be as general as possible, we consider in this section
that both the 3D positions of pm and pf can be controlled.

Since the system has 3 degrees of freedom (that are the
3 components of the relative translation between pm and
pf ), 3 independent parameters are sufficient to control it.
Let us note that a trivial solution would be to select as
visual features the relative position between pm and pf .
However, these two points may not be visible. That is why
the method we propose does not necessitate to measure their
3D coordinates. As already said, we use a parabola to model
the shape of the cable. Its equation in the plane (xt, zt)
to which it belongs is given by z = ax

2 + bx. We thus
use as first two visual features the parameters a and b that
characterize the shape of this parabola. Finally and similarly
to [11], we use as third and last feature the yaw angle of the

(a) Side view (b) Isometric view

Fig. 1: Tether (green curve) and its parabola model (red
curve): D > 0, H < 0 in this configuration.

vertical plane containing the cable, i.e., the angle ↵ between
xt and xw (note that sin↵ was used in [11], which induces
a singularity when ↵ = ±⇡/2).

In frame Ft the coordinates pm and pf are respectively
given by (0, 0, 0) and (D, 0, H) and any point belonging to
the parabola that represents the tether has as coordinates:

t
p =

0

@
t
x

0
a

t
x
2 + b

t
x

1

A (1)

where H = aD
2 + bD. Since Ft and Fw have been defined

with parallel z axis, their relative pose is given by the
homogeneous transformation matrix (c stands for cos, s for
sin):

w
Ht =

2
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This allows expressing any tether point in Fw by:

w
p = w

pm +

0
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1

A (3)

In particular, the coordinates of point pf in Fw is given by:

w
pf = w

pm +

0

@
D c↵

D s↵

aD
2 + bD

1

A (4)

B. Interaction matrix
As already said, the set s of visual features we consider

is:

s =

0

@
a

b

↵

1

A (5)

We are now interested in determining the time variation of s
in function of the time variation of w

pm and w
pf in Fw for

obtaining the analytical form of the interaction matrix of s.
By differentiating (4) we obtain:

w
ṗf = w

ṗm +

0

@
Ḋc↵� s↵D↵̇

Ḋs↵+ c↵D↵̇

(2aD + b)Ḋ +D
2
ȧ+Dḃ

1

A (6)
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Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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of the same form as a free-floating serial manipulator
kinematic chain
Dynamics methods i.e., FDM and IDM can be used
one-to-one for our soft body system
Control strategies conventionally used on rigid-link
manipulators are transferable to our soft body

Shape Control of Soft Body

Propose a geometric controller on SE(3) form markers
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Linear shape controller is only locally stable
Create sequence of kinetostatically stable shapes for
controller

Shape
generator ⌃

Shape
Controller

Twist
Controller

Flexible
Manipulator

Sensor
or

Observer

Se(t) ⌘tcp F ext y(t)
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Simulator
Existing robotics simulation frameworks are limited to
rigid joints
Necessity to create simulator for MAMBO combining
techniques of rigid multibody simulators with flexible
bodies
Proof-of-concept implemented as object-oriented
framework in MATLAB: gitlab.univ-nantes.fr/
ls2n-armen/mambo/matlab-simulation-engine
Use of implicit Newmark-Beta time integration scheme,
particular case of generalized ↵-scheme

Intensive Simulative Study

Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.

Less markers provide for a more stable control of the
shape
First-order error dynamics for a second-order dynamical
systems
Several cases cannot be stabilized past a certain high-deformation

level

Shape interpolation is more important than anticipated
Path to get near a desired shape impacts overall stability
Are paths directly connected?

Project: MAMBO

Long term: Design universal aerial gripper composed of
flexible bodies

Short term: Manipulation of single soft body through
combined action of two UAVs

(a) Approach phase. (b) Grasp/contact phase. (c) Manipulation phase.

Figure 4. Three main stages of manipulating a single soft body with drones.

Challenges
Infinite number of DoFs in a soft body
Only 4 DoFs for a quadrotor
Underactuated system from the quadrotor perspective
Highly coupled and non-linear system due to interaction
of quadrotors

Work Packages
1. Mechanical design of soft bodies and state estimation
2. Control of underactuated systems with soft bodies and

vision-based control
3. Experimental validation

Conclusions
Developed mechanical model of a soft body including
state estimation
Implemented a simulation framework for rapid
prototyping of control concepts
Derived vision-based control law for underactuated
system with soft bodies
Validated experimentally how two drones lifting an object
using a flexible body

FutureWork
Experimental validation of the tether cable control with
two quadrotors on both experimental drone platforms of
Rainbow and ARMEN team
Describe stability of desired shape through qualitative
values
Develop optimal controller with second-order error
dynamics
Improve shape interpolation through an energy-optimal
planner
Disseminate results at conferences and thesis publications
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WP 2: Control of Underactuated Systemswith Soft Bodies and Vision-Based Control

Objective
Shape Control of a Tether Cable UsingVisual Servoing em-
bedded on the drone

Derivation of a geometric model for the control task
Determination of relevant visual features and related
interaction matrix
Tracking of visual features from RGB-D vision
Generation of the trajectories for the outputs of the
drone from visual features

Methodology

(a) (b)

Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
term:
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with control gain � > 0, µ > 0 and M relating the
velocities of the cable attachment points with the
velocities of the visual features
Secondary control task of the quadrotor yaw  bm

for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task
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where L is the cable length
Necessary condition to do the task is rankM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵

Features tracking from RGB-D data
Estimation of the normal to the plane containing the
tether in the world frame from observed point-cloud
with RANSAC algorithm
Check normal sign such that yt of Ft points toward the
end of the cable
Filtering of the normal using Kalman and estimation of
the cable plane yaw ↵ and of the pan of this plane from
the gravity vector �
Projection of cable pointcloud into Ft using bm bHc and
pm which are constant together with the drone
odometry x̂bm

, R̂bm

Estimation of the parabolic coefficients a, b by least
squares

Experimental Results

(a) First experiment with one
drone and µ = 0

(b) Second experiment with two
drones

(c) Third experiment with box
grasping mbox = 0.3kg

Figure 6. Three experiments with cable shape control and manipulation using
drones.

(a) Target cable configurations in red (b) Final target cable configuration achieved

(c) Tasks error (d) Control velocities

Figure 7. One drone visual servoing experiment.

(a) Second experiment with some
intermediate task, µ = 0.025, N = 5

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Desired drone pose and yaw evolution

Figure 8. Slack cable manipulation
experiment

(a) Third experiment with some
intermediate task, µ = 0.025, N = 10

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Velocity command sent to the leader drone

Figure 9. Box manipulation with a cable
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WP 1: Mechanical Design of Soft Bodies and State Estimation

Objective
Mechanical Design of Soft Bodies and State Estimation

Create finite-dimensional model of infinite-dimensional
physical soft body
Implement simulator of flexible body under action of
two drones
Design control approach to manipulate body into shape
and validate experimentally

Methodology

Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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of the same form as a free-floating serial manipulator
kinematic chain
Dynamics methods i.e., FDM and IDM can be used
one-to-one for our soft body system
Control strategies conventionally used on rigid-link
manipulators are transferable to our soft body

Shape Control of Soft Body
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Simulator
Existing robotics simulation frameworks are limited to
rigid joints
Necessity to create simulator for MAMBO combining
techniques of rigid multibody simulators with flexible
bodies
Proof-of-concept implemented as object-oriented
framework in MATLAB: gitlab.univ-nantes.fr/
ls2n-armen/mambo/matlab-simulation-engine
Use of implicit Newmark-Beta time integration scheme,
particular case of generalized ↵-scheme

Intensive Simulative Study

Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.

Less markers provide for a more stable control of the
shape
First-order error dynamics for a second-order dynamical
systems
Several cases cannot be stabilized past a certain high-deformation

level

Shape interpolation is more important than anticipated
Path to get near a desired shape impacts overall stability
Are paths directly connected?

Project: MAMBO

Long term: Design universal aerial gripper composed of
flexible bodies

Short term: Manipulation of single soft body through
combined action of two UAVs

(a) Approach phase. (b) Grasp/contact phase. (c) Manipulation phase.

Figure 4. Three main stages of manipulating a single soft body with drones.

Challenges
Infinite number of DoFs in a soft body
Only 4 DoFs for a quadrotor
Underactuated system from the quadrotor perspective
Highly coupled and non-linear system due to interaction
of quadrotors

Work Packages
1. Mechanical design of soft bodies and state estimation
2. Control of underactuated systems with soft bodies and

vision-based control
3. Experimental validation

Conclusions
Developed mechanical model of a soft body including
state estimation
Implemented a simulation framework for rapid
prototyping of control concepts
Derived vision-based control law for underactuated
system with soft bodies
Validated experimentally how two drones lifting an object
using a flexible body

FutureWork
Experimental validation of the tether cable control with
two quadrotors on both experimental drone platforms of
Rainbow and ARMEN team
Describe stability of desired shape through qualitative
values
Develop optimal controller with second-order error
dynamics
Improve shape interpolation through an energy-optimal
planner
Disseminate results at conferences and thesis publications
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WP 2: Control of Underactuated Systemswith Soft Bodies and Vision-Based Control

Objective
Shape Control of a Tether Cable UsingVisual Servoing em-
bedded on the drone

Derivation of a geometric model for the control task
Determination of relevant visual features and related
interaction matrix
Tracking of visual features from RGB-D vision
Generation of the trajectories for the outputs of the
drone from visual features

Methodology

(a) (b)

Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
term:
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with control gain � > 0, µ > 0 and M relating the
velocities of the cable attachment points with the
velocities of the visual features
Secondary control task of the quadrotor yaw  bm

for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task
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where L is the cable length
Necessary condition to do the task is rankM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵

Features tracking from RGB-D data
Estimation of the normal to the plane containing the
tether in the world frame from observed point-cloud
with RANSAC algorithm
Check normal sign such that yt of Ft points toward the
end of the cable
Filtering of the normal using Kalman and estimation of
the cable plane yaw ↵ and of the pan of this plane from
the gravity vector �
Projection of cable pointcloud into Ft using bm bHc and
pm which are constant together with the drone
odometry x̂bm

, R̂bm

Estimation of the parabolic coefficients a, b by least
squares

Experimental Results

(a) First experiment with one
drone and µ = 0

(b) Second experiment with two
drones

(c) Third experiment with box
grasping mbox = 0.3kg

Figure 6. Three experiments with cable shape control and manipulation using
drones.

(a) Target cable configurations in red (b) Final target cable configuration achieved

(c) Tasks error (d) Control velocities

Figure 7. One drone visual servoing experiment.

(a) Second experiment with some
intermediate task, µ = 0.025, N = 5

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Desired drone pose and yaw evolution

Figure 8. Slack cable manipulation
experiment

(a) Third experiment with some
intermediate task, µ = 0.025, N = 10

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Velocity command sent to the leader drone

Figure 9. Box manipulation with a cable
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WP 1: Mechanical Design of Soft Bodies and State Estimation

Objective
Mechanical Design of Soft Bodies and State Estimation

Create finite-dimensional model of infinite-dimensional
physical soft body
Implement simulator of flexible body under action of
two drones
Design control approach to manipulate body into shape
and validate experimentally

Methodology

Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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of the same form as a free-floating serial manipulator
kinematic chain
Dynamics methods i.e., FDM and IDM can be used
one-to-one for our soft body system
Control strategies conventionally used on rigid-link
manipulators are transferable to our soft body

Shape Control of Soft Body
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Simulator
Existing robotics simulation frameworks are limited to
rigid joints
Necessity to create simulator for MAMBO combining
techniques of rigid multibody simulators with flexible
bodies
Proof-of-concept implemented as object-oriented
framework in MATLAB: gitlab.univ-nantes.fr/
ls2n-armen/mambo/matlab-simulation-engine
Use of implicit Newmark-Beta time integration scheme,
particular case of generalized ↵-scheme

Intensive Simulative Study

Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.

Less markers provide for a more stable control of the
shape
First-order error dynamics for a second-order dynamical
systems
Several cases cannot be stabilized past a certain high-deformation

level

Shape interpolation is more important than anticipated
Path to get near a desired shape impacts overall stability
Are paths directly connected?

Project: MAMBO

Long term: Design universal aerial gripper composed of
flexible bodies

Short term: Manipulation of single soft body through
combined action of two UAVs

(a) Approach phase. (b) Grasp/contact phase. (c) Manipulation phase.

Figure 4. Three main stages of manipulating a single soft body with drones.

Challenges
Infinite number of DoFs in a soft body
Only 4 DoFs for a quadrotor
Underactuated system from the quadrotor perspective
Highly coupled and non-linear system due to interaction
of quadrotors

Work Packages
1. Mechanical design of soft bodies and state estimation
2. Control of underactuated systems with soft bodies and

vision-based control
3. Experimental validation

Conclusions
Developed mechanical model of a soft body including
state estimation
Implemented a simulation framework for rapid
prototyping of control concepts
Derived vision-based control law for underactuated
system with soft bodies
Validated experimentally how two drones lifting an object
using a flexible body

FutureWork
Experimental validation of the tether cable control with
two quadrotors on both experimental drone platforms of
Rainbow and ARMEN team
Describe stability of desired shape through qualitative
values
Develop optimal controller with second-order error
dynamics
Improve shape interpolation through an energy-optimal
planner
Disseminate results at conferences and thesis publications
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WP 2: Control of Underactuated Systemswith Soft Bodies and Vision-Based Control

Objective
Shape Control of a Tether Cable UsingVisual Servoing em-
bedded on the drone

Derivation of a geometric model for the control task
Determination of relevant visual features and related
interaction matrix
Tracking of visual features from RGB-D vision
Generation of the trajectories for the outputs of the
drone from visual features

Methodology

(a) (b)

Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
term:
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with control gain � > 0, µ > 0 and M relating the
velocities of the cable attachment points with the
velocities of the visual features
Secondary control task of the quadrotor yaw  bm

for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task
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where L is the cable length
Necessary condition to do the task is rankM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵

Features tracking from RGB-D data
Estimation of the normal to the plane containing the
tether in the world frame from observed point-cloud
with RANSAC algorithm
Check normal sign such that yt of Ft points toward the
end of the cable
Filtering of the normal using Kalman and estimation of
the cable plane yaw ↵ and of the pan of this plane from
the gravity vector �
Projection of cable pointcloud into Ft using bm bHc and
pm which are constant together with the drone
odometry x̂bm

, R̂bm

Estimation of the parabolic coefficients a, b by least
squares

Experimental Results

(a) First experiment with one
drone and µ = 0

(b) Second experiment with two
drones

(c) Third experiment with box
grasping mbox = 0.3kg

Figure 6. Three experiments with cable shape control and manipulation using
drones.

(a) Target cable configurations in red (b) Final target cable configuration achieved

(c) Tasks error (d) Control velocities

Figure 7. One drone visual servoing experiment.

(a) Second experiment with some
intermediate task, µ = 0.025, N = 5

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Desired drone pose and yaw evolution

Figure 8. Slack cable manipulation
experiment

(a) Third experiment with some
intermediate task, µ = 0.025, N = 10

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Velocity command sent to the leader drone

Figure 9. Box manipulation with a cable

https://cominlabs.inria.fr CominLabs Days, Inria Centre at Rennes University, Rennes, France
September 25 to 27, 2023

philipp.tempel@ls2n.fr
lev.smolentsev@inria.fr

Manipulation withMultiples drones for soft Bodies
Vincent Bégoc1, Sébastien Briot1, Abdelhamid Chriette1, Isabelle Fantoni1, Damien Six1, Philipp T. Tempel1,

François Chaumette2, Alexandre Krupa2, Paolo Robuffo Giordano2, Lev Smolentsev2, Fabien Spindler2,
1Laboratoire des Sciences du Numérique de Nantes (LS2N) 2Centre Inria de l’Université de Rennes

WP 1: Mechanical Design of Soft Bodies and State Estimation

Objective
Mechanical Design of Soft Bodies and State Estimation

Create finite-dimensional model of infinite-dimensional
physical soft body
Implement simulator of flexible body under action of
two drones
Design control approach to manipulate body into shape
and validate experimentally

Methodology

Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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of the same form as a free-floating serial manipulator
kinematic chain
Dynamics methods i.e., FDM and IDM can be used
one-to-one for our soft body system
Control strategies conventionally used on rigid-link
manipulators are transferable to our soft body

Shape Control of Soft Body

Propose a geometric controller on SE(3) form markers
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Expect exponential error decay i.e., ėi = ��e
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With manipulation at the distal end, we express ⌘i
as ⌘i := ⌘i(⌘(s = 1))
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Linear shape controller is only locally stable
Create sequence of kinetostatically stable shapes for
controller

Shape
generator ⌃

Shape
Controller

Twist
Controller

Flexible
Manipulator

Sensor
or

Observer

Se(t) ⌘tcp F ext y(t)

Ŝ(t)

�

Sd(t)
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Simulator
Existing robotics simulation frameworks are limited to
rigid joints
Necessity to create simulator for MAMBO combining
techniques of rigid multibody simulators with flexible
bodies
Proof-of-concept implemented as object-oriented
framework in MATLAB: gitlab.univ-nantes.fr/
ls2n-armen/mambo/matlab-simulation-engine
Use of implicit Newmark-Beta time integration scheme,
particular case of generalized ↵-scheme

Intensive Simulative Study

Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.

Less markers provide for a more stable control of the
shape
First-order error dynamics for a second-order dynamical
systems
Several cases cannot be stabilized past a certain high-deformation

level

Shape interpolation is more important than anticipated
Path to get near a desired shape impacts overall stability
Are paths directly connected?

Project: MAMBO

Long term: Design universal aerial gripper composed of
flexible bodies

Short term: Manipulation of single soft body through
combined action of two UAVs

(a) Approach phase. (b) Grasp/contact phase. (c) Manipulation phase.

Figure 4. Three main stages of manipulating a single soft body with drones.

Challenges
Infinite number of DoFs in a soft body
Only 4 DoFs for a quadrotor
Underactuated system from the quadrotor perspective
Highly coupled and non-linear system due to interaction
of quadrotors

Work Packages
1. Mechanical design of soft bodies and state estimation
2. Control of underactuated systems with soft bodies and

vision-based control
3. Experimental validation

Conclusions
Developed mechanical model of a soft body including
state estimation
Implemented a simulation framework for rapid
prototyping of control concepts
Derived vision-based control law for underactuated
system with soft bodies
Validated experimentally how two drones lifting an object
using a flexible body

FutureWork
Experimental validation of the tether cable control with
two quadrotors on both experimental drone platforms of
Rainbow and ARMEN team
Describe stability of desired shape through qualitative
values
Develop optimal controller with second-order error
dynamics
Improve shape interpolation through an energy-optimal
planner
Disseminate results at conferences and thesis publications
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WP 2: Control of Underactuated Systemswith Soft Bodies and Vision-Based Control

Objective
Shape Control of a Tether Cable UsingVisual Servoing em-
bedded on the drone

Derivation of a geometric model for the control task
Determination of relevant visual features and related
interaction matrix
Tracking of visual features from RGB-D vision
Generation of the trajectories for the outputs of the
drone from visual features

Methodology

(a) (b)

Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
term:

v⇤m = vf + �Mê + µM
NX

i

êi
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with control gain � > 0, µ > 0 and M relating the
velocities of the cable attachment points with the
velocities of the visual features
Secondary control task of the quadrotor yaw  bm

for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task

MatrixM

M =

2

4
�k1s↵ �k2s↵ �Dc↵
k1c↵ k2c↵ �Ds↵

D
2 + tk1 D + tk2 0

3

5 with ki = f (s, D, L)

where L is the cable length
Necessary condition to do the task is rankM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵

Features tracking from RGB-D data
Estimation of the normal to the plane containing the
tether in the world frame from observed point-cloud
with RANSAC algorithm
Check normal sign such that yt of Ft points toward the
end of the cable
Filtering of the normal using Kalman and estimation of
the cable plane yaw ↵ and of the pan of this plane from
the gravity vector �
Projection of cable pointcloud into Ft using bm bHc and
pm which are constant together with the drone
odometry x̂bm

, R̂bm

Estimation of the parabolic coefficients a, b by least
squares

Experimental Results

(a) First experiment with one
drone and µ = 0

(b) Second experiment with two
drones

(c) Third experiment with box
grasping mbox = 0.3kg

Figure 6. Three experiments with cable shape control and manipulation using
drones.

(a) Target cable configurations in red (b) Final target cable configuration achieved

(c) Tasks error (d) Control velocities

Figure 7. One drone visual servoing experiment.

(a) Second experiment with some
intermediate task, µ = 0.025, N = 5

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Desired drone pose and yaw evolution

Figure 8. Slack cable manipulation
experiment

(a) Third experiment with some
intermediate task, µ = 0.025, N = 10

(b) Evolution of visual features a, b

(c) Evolution of e↵, e�

(d) Velocity command sent to the leader drone

Figure 9. Box manipulation with a cable
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WP 1: Mechanical Design of Soft Bodies and State Estimation

Objective
Mechanical Design of Soft Bodies and State Estimation

Create finite-dimensional model of infinite-dimensional
physical soft body
Implement simulator of flexible body under action of
two drones
Design control approach to manipulate body into shape
and validate experimentally

Methodology

Figure 1. Cosserat brother’s description of a flexible slender body.

Consider soft body a sequence of rigid cross-sections
connected through active spherical joints
Using Boyer et al. strain-based parametrization
approach, we obtain a low-dimensional model
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of the same form as a free-floating serial manipulator
kinematic chain
Dynamics methods i.e., FDM and IDM can be used
one-to-one for our soft body system
Control strategies conventionally used on rigid-link
manipulators are transferable to our soft body
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rigid joints
Necessity to create simulator for MAMBO combining
techniques of rigid multibody simulators with flexible
bodies
Proof-of-concept implemented as object-oriented
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ls2n-armen/mambo/matlab-simulation-engine
Use of implicit Newmark-Beta time integration scheme,
particular case of generalized ↵-scheme

Intensive Simulative Study

Figure 2. Stable deformation sequence of a test shape with one marker and 8
interpolation points.

Figure 3. Unstable deformation sequence of a test shape with one marker and 32
interpolation points.

Less markers provide for a more stable control of the
shape
First-order error dynamics for a second-order dynamical
systems
Several cases cannot be stabilized past a certain high-deformation

level

Shape interpolation is more important than anticipated
Path to get near a desired shape impacts overall stability
Are paths directly connected?
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Shape Control of a Tether Cable UsingVisual Servoing em-
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Derivation of a geometric model for the control task
Determination of relevant visual features and related
interaction matrix
Tracking of visual features from RGB-D vision
Generation of the trajectories for the outputs of the
drone from visual features
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Figure 5. (a) Tether (green curve) and its parabola model (red curve) attached to the
drones with corresponding frames; (b) Drone navigation stack diagram with all
quantities used during control task

Proposed visual features extracted from RGB-D image:
s = (a, b,↵)
Visual error to minimize: e = s� s⇤

Control law with a feed-forward term vf and an integral
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êi

 ̇
⇤
bm

= ��( bm �  
⇤
bm
)� µ

NX

i

( bmi
�  

⇤
bm
)

with control gain � > 0, µ > 0 and M relating the
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for
observing the tether with an onboard RGB-D sensor
while performing the cable shaping task
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where L is the cable length
Necessary condition to do the task is rankM ⌘ 3
The rank is less than 3 if and only if the cable is taut
horizontally or vertically
Above mentioned configurations represent local minima
for the control task. Furthermore, given the Lyapunov
candidate derivative eT ė = ��eTM�1 cMe when
bD = L the eigenvalues �i of the symmetric part of
M�1 cM are always positive for a large number of target
configurations s⇤, which guarantees convergence of e
and regardless of what bD > 0 used, �3 > 0 always
guarantees convergence for e↵

Features tracking from RGB-D data
Estimation of the normal to the plane containing the
tether in the world frame from observed point-cloud
with RANSAC algorithm
Check normal sign such that yt of Ft points toward the
end of the cable
Filtering of the normal using Kalman and estimation of
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pm which are constant together with the drone
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