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On-going works and Perspectives

Polynomial regression with LDPC codes in GF(16) Logistic regression with LDPC codes in GF(4)

Image classification
Problem addressed:
• Few is known about Information-Theoretic limits of communication-for-learning schemes
• We consider regression as a first yet simple learning problem 

Problem addressed:
• Entropy-coding breaks the data structure
• Can we do image classification over compressed data without any prior decoding?

Random access to JPEG coefficients without decoding 
• Problem: finding structure in coded bitstream is hard

Considered setups:
• We first considered full compliance with JPEG standards, with Huffman as entropy coding technique 
•We next proposed to modify the entropy coder for improved learning performance
• We consider entropy coding with LDPC codes (see CoMet for details) 
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Practical coding scheme for regression:
- We proposed practical coding schemes for parametric regression
- After quantization, source vectors are encoded with LDPC codes as syndroms s=Hx
- We proposed a method to apply parametric regression over the syndrom, without need
for prior LDPC decoding

Our bounds hold for both parametric and non-parameteric regression
We showed that there is no tradeoff between data reconstruction and 
regression performance
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Proposed algorithm: resynchronize using ”decodability”

Learning accuracy subject to specific error types
(Imagenette 10 classes): 

Learning accuracy subject to specific error types
(Imagenette 10 classes): 

Region for a certain excess probability ε:

Numerical evaluation of the regions:

Entropy coding with Huffman: Entropy coding with LDPC codes:

Regression 
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CoLearn

-Consider other applications: classification of underwater acoustic signals over compressed data (very  low-rate communication link) 
- Develop universal practical coding schemes for learning over compressed data, that can tolerate different learning tasks over the same coded data
- Consider more complex learning tasks such as image retrieval over compressed data
- Investigate information-theoretic limits of classification over coded data, and unsupervised learning over coded data
- Study the effect of the channel onto the learning performance
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Conventional coding setup
Coding for learning project setup

"Claude Shannon"

Context: Huge mass of data (images, video, etc.) need to be sorted, processed, stored, recommended to users, etc.

Information
Theory

Coding/Learning

in practice
Applications

Objective: Learning and data reconstruction over coded data

Key questions:
– Is there a tradeoff between the data reconstruction and learning objectives?
– Can one perform learning without prior decoding?
– Does the source-channel separation principle still hold?


