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Context and Objectives MPTorch: Mixed-Precision DNN Compute Simulator

Stochastic Rounding for DNN Training Acceleration

AdaQAT: Adaptive Quantization-Aware Training

LeanAI: Dynamic Precision 
Training on the Edge

• Need for learning acceleration mechanism in both cloud (for large-scale
models) and on-site settings (e.g. autonomous driving, privacy)
• Working on both arithmetic and algorithmic levels
• Design of dedicated HW operators Support for CPU & GPU simulation + FPGA-based accelerator prototyping

Stochastic Rounding (SR) can recapture information that is
discarded when bits are rounded off in long computation
chains (e.g. long summations or dot products)

Shown to be beneficial for DNN training acceleration
Challenge: not obvious how to optimize in hardware
Basic building block is the multiply accumulate (MAC) unit: z = xy + z

Results:
• Achieve up to 18.5% and 14.5% savings 

in area and energy
• Can report up to 32.2% delay reduction

Configuration: ResNet18 + CIFAR10

Theoretical result: probabilistic error 
analysis on the number of required 
random bits r need to implement SR 
wrt the length n of the compute chain

Publications:

Optimization-based method for mixed-precision
(weights and activations) DNN quantization

Idea:


