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ABSTRACT

Coding algorithms usually compress independently the im-
ages of a collection, in particular when the correlation be-
tween them only resides at the semantic level, i.e., informa-
tion related to the high-level image content. In this work, we
propose a coding solution able to exploit this semantic redun-
dancy to decrease the storage cost of data collections. First
we introduce the multi-item compression framework. Then
we derive a loss term to shape the latent space of a varia-
tional auto-encoder so that the latent vectors of semantically
identical images can be aligned. Finally, we experimentally
demonstrate that this alignment leads to a more compact rep-
resentation of the data collection.

Index Terms— Multi image compression, Semantic,
Variational AutoEncoder, Representation Learning

1. INTRODUCTION

The amount of data gathered, stored, and exchanged world-
wide is getting bigger and bigger, with speed increasing every
day. To face this “Tsunami of Data” – 2.5 quintillion bytes
are created daily nowadays [1] –, efforts have been directed
towards compression algorithms. Standard algorithms, such
as VVC [2], achieve better and better compression rates
thanks to efficient processing algorithms. Recent break-
throughs have also been achieved with deep-learning based
approaches [3–5]. However, while achieving impressive
gains, these algorithms are only designed to compress the
data one by one, which can be severely limited when com-
pressing entire collections of correlated images. In this work,
we propose a new paradigm, called multi-item compression
(MIC), that aims at efficiently coding multiple items simulta-
neously by taking into account similarities among them.

We define and distinguish two types of similarity: pixel
based redundancy and semantic redundancy. The former
can be taken into account using, for example, multi-view
approaches [6] or cloud-based image compression tech-
niques [7, 8]. However, this kind of similarity is not nec-
essarily present in most databases. The latter, on the other
hand, is a higher level similarity that is not present at the
pixel level. This kind of similarity is more related to the
content (objects, feeling, concept, action, . . . ) of an image,

that we, humans, would categorize the same even though the
pixels do not match at all. To the best of authors’ knowledge,
this semantic similarity has never been taken into account
for multi-item compression, whereas there exist more and
more applications in which such type of inter-item similarity
exists within a picture set (e.g., social networks, personal
image database). The proposed MIC precisely aims at taking
into account this inter-item semantic redundancy in order to
reduce the storage cost of such image collections.

For that purpose, we investigate a coding scheme based
on variational auto-encoder (VAE) adapted to semantic cor-
relation tracking. We first propose an original problem for-
mulation, where the image data collection rate is measured
as the joint entropy of the VAE latent vectors. We then prove
that minimizing this joint entropy is equivalent to aligning the
latent vectors. After arguing that this solution might not be ef-
ficient for reconstruction error, we then propose to take into
account the semantic information given by the class to which
the image pictures belong. More concretely, we propose to
align only the semantically coherent items. Finally, we exper-
imentally demonstrate that this enables to describe the image
set in a more compact shape than classical independent cod-
ing.

2. MULTI-ITEM COMPRESSION

2.1. Definition

Multi-item compression (MIC) is a coding framework that
aims at compressing X = (X1, . . . ,XN ), a collection of
pictures, exploiting the redundancy between them. The ef-
ficiency of such coding scheme is measured both in terms of
compression rate and reconstruction error.

Our MIC formulation is described in Figure 1. Suppose
we have a collection of N images sharing common informa-
tion, at a pixel or higher level. The encoder e builds a repre-
sentation of the inputs in a latent space. We choose to encode
each item individually so that new images can be added to
the database without having to recompress every other im-
age again. For each item of index i, we denote the inter-
mediary latent vectors by bi = e(Xi). We additionally de-
note the column agglomerated latent matrix (for all items) by
B = [b1, . . . ,bN ].
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Fig. 1: Compression flow of our MIC.

Once each image has been compressed through the en-
coder e, we then use a classical inter-item lossless entropy en-
coder e′ to achieve the final compressed bitstream. Its role is
to compress the different item’s latent vector into a bit stream
α. The compression rate R for the model is then the length
of the bit stream R = |α|. This entropy coding can be done
using, simple coders (e.g., arithmetic [9], Huffman [10]) or
more evolved ones (e.g., CABAC [11]).

Finally, the last step proposed in our MIC proposition is
the decompression stage. First, the inter-item entropy decoder
d′ is applied. Then, each latent vector (corresponding to each
item) is decoded with d. We denote the ith decompressed
images by X̂i = d◦d′ ◦e′ ◦e(Xi). At this point, we compute
the PSNR values of the outputs to assess the quality of the
codec.

2.2. MIC objective

The objective for our MIC formulation is given in Equation
(1), where the reconstruction error is handled by an image-
wise PSNR constraint associated with a threshold T . We ex-
plicit the rate R as the Shannon joint entropy of the latent
vectors H(b1, . . . ,bN ). This further enables to remove e′

and d′ from the formulation.

min
e,d

H
(
b1, . . . ,bN

)
s.t. (1)

∀i ∈ J1, NK, PSNR
(
Xi, X̂i

)
> T

Naturally, the aim is to track the inter-item correlation
such that the achieved joint entropy is smaller than the sum
of each entropy, as classical independent compression would
reach as a rate, i.e., H(b1, . . . ,bN ) <

∑
i H(bi). This is

possible if the latent space is shaped such that semantically
correlated items have aligned latent vectors. In the next Sec-
tion, we explain how we propose to design such a latent space.

3. REDUCING THE LATENT SPACE JOINT
ENTROPY

The gain of a MIC framework resides in the fact that correla-
tion between latent vectors is present, which is generally not
the case if the latent space is not specifically shaped for that.
To achieve such a result, we design an encoder e that learns
how to minimize this joint entropy. We now proceed to de-
rive a loss function for neural networks optimizing the MIC
criterion expressed in Equation (1).

3.1. Aligning in the latent Space

We first suppose that the distribution of the latent vectors
follows a centered-multivariate Gaussian distribution N ∼
(0RN ,ΣB), where ΣB is the covariance matrix of the latent
vectors. This is a classical assumption from which we explic-
itly know the differential entropy, and thus derive Equation
(2).

H (b1, . . . ,bN ) =
1

2
log

(
(2eπ)D|ΣB|

)
(2)

Because the true covariance of the multi-variate Gaussian dis-
tribution is not known, we approximate it with the Gram ma-
trix, as in Equation (3).

ΣB ≃ GB (3)

Where GB = B⊤B, which gives, for each (i, j), GB[i, j] =
⟨bi,bj⟩. The optimization problem of Equation (1) becomes
Equation (4).

min
e,d

log (|GB|) (4)

s.t. ∀i ∈ J1,NK, PSNR
(
Xi, X̂i

)
> T

Solving Equation (4) directly would tend to align all the
image representations in the latent space, i.e., increasing the
off-diagonal term of the Gram matrix GB and simultaneously
decreasing its determinant. Whereas the rate would indeed
decrease, the expressiveness of the encoder e may however
suffer, penalizing the reconstruction error.

3.2. Covariance matrix distance

Instead of aligning all the latent vectors (which is what mini-
mizing the log det does), we propose to align only those that
are semantically coherent. For that purpose, we fix a target
Gram matrix, G∗

B, whose (i, j)th entry is 1 if ith and jth

items belong to the same semantic class and are 0 otherwise.
Then, we define the loss as the distance between this Gram
matrix and the one formed by the actual latent vectors ĜB.
This way, we expect the latent space to be organized accord-
ingly the semantics present in G∗

B. Said differently, items of
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the same class should have aligned latent vectors and items of
a different class should have orthogonal latent vectors.

The distance between the two covariance matrices, dcov

is the distance proposed in [12], dcov(A,B) = 1 − Tr(AB)
∥A∥∥B∥ ,

where Tr is the trace and ∥.∥ the Frobenius norm. This is the
distance giving the best empirical results for our model. Our
final MIC formulation is given in Equation (5).

min
e,d

dcov
(
ĜB,G

∗
B

)
(5)

s.t. ∀i ∈ J1,NK, PSNR
(
Xi, X̂i

)
> T

Finally, from Equation (5) we derive a loss, Equation (6),
that we use to train a neural network in order to perform MIC.
The PSNR term is evaluated through a classical mean squared
error (MSE) term. Note that in the loss, we introduce a λ
parameter. This is because we later study the impact of the
semantic part for a fixed value of the PSNR.

L(X) = λdcov

(
ĜB,G

∗
B

)
+

1

N

N∑
i=1

MSE(Xi, X̂i) (6)

4. EXPERIMENTS

4.1. Experimental set-up

The architecture we use for the experiments corresponds to
a Variational Auto-Encoder (VAE) proposed in [13] and is
composed of three convolutional layers for the encoder e, and
three de-convolutional layers for the decoder d, each layer
has a 4 × 4 kernel, a stride of 2, and a padding of 1. The
architecture is deliberately not as expressive as today’s state
of the art learning-based compression algorithms because on
the one hand, the goal is to highlight the tendencies of the
MIC framework and, on the other hand, to be sure that these
tendencies come from our proposal and not from a complex
architecture learning this on its own. Future work will focus
on how to integrate our proposed intuitions in the most recent
and performing architectures.

We test our VAE on the CIFAR dataset as a toy example.
This dataset is made of 60 000 sample images homogeneously
scattered in 10 classes. That way, the oracle matrix our loss
will try to minimize is the one-hot matrix acknowledging that
the ith images are in the same class as the jth. When showing
experimental results, we restrain ourselves to a toy database
of 2000 images randomly taken from the validation set of the
data set. The class distributions in our toy database respect
the ones from the original validation set.

In our simulations, we approximate the compression rate
as the rank of the Gram matrix GB spanned by the database.
this can be justified by the fact that the rank gives a good

information on how compactly the B matrix could be repre-
sented. Computing the true compression rate is not relevant
in the scope of this work as we are trying to prove that latent
alignment is relevant for MIC.

For comparison purposes, we train multiple VAE with dif-
ferent losses. First we train a classical VAE, C-VAE, with a
classical rate-distortion-based loss (i.e. no dcov term is used).
This model serves as a baseline. The VAE trained with the
semantic loss in Equation (6) is named sMIC-VAE. Also, to
ensure that our results are due to a semantic alignment, and
not to the fact of simply aligning latent vectors inside the la-
tent space, we also train a VAE for which the oracle Gram
matrix is random. We refer this model as rMIC-VAE. Finally,
to prove that the sole minimization of Equation (4) is not suffi-
cient to ensure a good rate-distortion cost, we also train a VAE
that will learn to align all of the latent vectors. This model is
gMIC-VAE, where “g” stands for “global” alignment.

4.2. Alignment in the latent space

We show in Figures 2a and 2b the Gram matrix (darker means
less correlation and lighter more) for, respectively, the C-VAE
and the sMIC-VAE on our toy database. We can clearly see
that the sMIC-VAE Gram matrix has a more “block-diagonal”
shape, which demonstrates the ability of the proposed loss
term to align latent vectors within a given class. To confirm
these observations, we also propose to project the vectors of
B to a 2D dimensional space to observe the impact of our loss
term on the latent space’s shape. This projection is realized
with the t-SNE algorithm [14]. Figures 2c and 2d are the t-
SNE projection of the B matrix of C-VAE and the sMIC-VAE.
Note that the figures from this section have been achieved
with a value of λ of 1. it is clear that the proposed loss has
managed to organize the latent space by class.

Several remarks can be made from these results. First,
when we look at Figures 2a and 2c, we observe that when it
is not forced to do so, a classical VAE does not organize its
latent space according to semantics. Said differently, it means
that when a VAE is only trained to compress individual items,
no high-level information is necessary to represent an image
compactly. On the contrary, C-VAE tries to spread as much
as possible the items of a database, as the absolute cosine an-
gles between two different latent vectors are roughly centered
around 0.5 for the Gram matrix. This demonstrates the inter-
est for the introduction of a dedicated loss term when dealing
with multi-item compression.

A second observation is the ability of our proposed
method to align the latent vectors by class (see Figures 2b
and 2d). Even without a dedicated classification network
(e.g., no fully connected layer is applied in our VAE), the
proposed loss term, based on covariance matrix distance en-
ables us to “group” the items of a class. It leads to more
correlated latent vectors within a class, from which we can
expect a reduced compression rate. This is what we propose
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(a) GB for C-VAE. (b) GB for sMIC-VAE. (c) t-SNE space for C-VAE. (d) t-SNE space for sMIC-VAE.

Fig. 2: Latent space exploration of C-VAE and sMIC-VAE.

Model λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8

gMIC-VAE 1 1
5

1
20

1
50

1
100

1
200

1
500

1
1000

sMIC-VAE 1 2
3

1
3

1
5

1
10

1
20

1
30

1
50

rMIC-VAE 1 1
2

1
10

1
20

1
33

1
50

1
200

1
1000

Table 1: Values of λ for Figure 3 for the different models.

Fig. 3: Rate-distortion costs for C-VAE, sMIC-VAE, rMIC-
VAE and gMIC-VAE on our toy database.

to test in the following.

4.3. Rate-distortion trade-off

In this experiment, we first compute the rate-distortion cost of
the C-VAE. We also estimate the sMIC-VAE, the rMIC-VAE
and the gMIC-VAE costs for different values of λ, given in
Table 1. The results are presented in Figure 3.

We can observe that none of the gMIC-VAE and the rMIC-
VAE manage decrease the rank. In other words, trying to
align all items at the same time, or aligning items that are not
semantically coherent cannot be done using the VAE. This

demonstrates the importance of taking true semantic correla-
tion into account. This statement is even stronger when look-
ing at the behavior of the proposed sMIC-VAE. We can see
that the proposed loss term enables to decrease the rank (as
it could be expected from the alignment observed in the pre-
vious Section). Naturally, this reshaping of the latent space
decreases the reconstruction loss as it penalizes the individ-
ual item compression. However, this experiment highlights a
trade-off between the reconstruction error and the inter-item
alignment (i.e., the global database compression rate).

5. CONCLUSION

In this paper, we propose a first study to demonstrate the in-
terest in taking into account the semantics for image database
compression. We also propose the first solution to achieve a
trade-off between the inter-item compression rate and the re-
construction error. Finally, this work also highlights a trade-
off between inter-image redundancy and intra-image redun-
dancy, typical of video coding. Future work will focus on
the integration of such intuitions in a complete state-of-the-
art compression solution, and especially comparing the true
bit-rate of our model to the state of the art.
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