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Stackelberg Game

Leader
π

Follower
𝛾(π)

• Leader commits to a payoff maximizing strategy.
• Follower best responds

• Follower breaks ties in favor of the leader

STRONG STACKELBERG EQUILIBRIUM



Example

x

1-x

Player A : Leader

Player B: Follower

Actions

𝒜 = {𝑎1, 𝑎2}

ℬ = {𝑏1, 𝑏2}

If B plays 𝑏1 his expected reward will be 
-10x+4(1-x)

If B plays 𝑏2 his expected reward will be 
6x+-4(1-x)

If B plays 𝑏1 leader’s reward will be
10x+-8(1-x)

If B plays 𝑏2 leader’s reward will be 
-5x+6(1-x)
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Example x

1-x

Follower

Best Response:

𝑔 𝑥 =
𝑏2 𝑖𝑓 𝑥 >

1

3

𝑏1 𝑖𝑓 𝑥 <
1

3

𝑥 = 1/3 ?

-10x+4(1-x)

6x+-4(1-x)
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1-x

FollowerLeader

10x+-8(1-x)

-5x+6(1-x)

-10x+4(1-x)

6x+-4(1-x)



Stochastic Games

𝑠1
𝑠𝑛−1

𝑠𝑛Player A

Player B

𝑠𝑗𝑠𝑖

𝑠2

𝒢 = (𝒮,𝒜, ℬ, 𝑟𝐴, 𝑟𝐵 , 𝑄, 𝛽𝐴, 𝛽𝐵 , 𝜏)

𝑄𝑎𝑏 𝑠𝑗 𝑠𝑖

Payoffs:

𝑟𝐴 = {𝑟𝐴
𝑎𝑏(𝑠𝑖)}

𝑟𝐵 = {𝑟𝐵
𝑎𝑏(𝑠𝑖)}

Discount Factors:
𝛽𝐴, 𝛽𝐵 ∈ [0,1)

Time horizon
𝜏 ∈ ℕ ∪ {+∞}



Stochastic Games

𝑠0
Player A 

chooses 𝑓0

Player B 
observes 𝑓0 and 

chooses 𝑔0 𝑄𝑓0𝑔0 𝑠1 𝑠0
𝑠1

Player A 
chooses 𝑓1

Player B 
observes 𝑓1 and 

chooses 𝑔1 𝑄𝑓1𝑔1 𝑠2 𝑠1
𝑠2…

Feedback Policies:
𝜋 = 𝜋 𝑠, 𝑡
= {𝑓1, … , 𝑓𝜏}

Stationary Policies:
𝜋 = 𝜋 𝑠
= {𝑓,… , 𝑓}



Framework

• General Objectives
• Existence and characterization of value functions

• Existence of equilibrium strategies

• Algorithms to compute them

• State of the art
• For finite horizon, Stackelberg equilibrium in stochastic games via Dynamic 

programming.

• Mathematical programming approach to compute stationary values.



Our contribution

• We define suitable Dynamic Programming operators.

• We used it to characterize value functions and to prove existence and 
unicity of stationary values forming a Strong Stackelberg Equilibrium for a 
family of problems.

• We define Value Iteration and Policy Iteration for this family and prove its 
convergence.

• We prove via counterexample that this methodology is not always 
applicable for the general case. 



Stackelberg Equilibrium in Stochastic Games

(𝜋, 𝛾)

Value functions

𝑣𝐴
𝜋,𝛾

𝑠 = 𝔼𝜋,𝛾 𝑠 ෍

𝑡=0

𝜏

𝛽𝐴
𝑡𝑟𝐴

𝐴𝑡𝐵𝑡(𝑆𝑡)

𝑣𝐵
𝜋,𝛾

𝑠 = 𝔼𝜋,𝛾 𝑠 ෍

𝑡=0

𝜏

𝛽𝐵
𝑡 𝑟𝐵

𝐴𝑡𝐵𝑡(𝑆𝑡)

Stackelberg Equilibrium:              𝜋∗, 𝛾∗

𝑣𝐴
𝜋∗,𝛾∗

𝑠 = max 𝑣𝐴
𝜋,𝛾∗

𝑠
𝛾∗ ∈ 𝑎𝑟𝑔max 𝑣𝐵

𝜋,𝛾
𝑠



Best response functional

𝑔
𝑓
𝑣𝐵

𝑏1(𝑠1)

𝑏2 𝑠2
⋮

𝑏𝑛 𝑠𝑛

∈ ℬ 𝑆

𝑔 𝑓, 𝑣𝐵 𝑠 = argmaxb∈ℬ ෍

𝑎∈𝒜

𝑓(𝑎 , 𝑠) 𝑟𝐵
𝑎𝑏 𝑠 + 𝛽𝐵෍

𝑧∈𝑆

𝑄𝑎𝑏 𝑧 𝑠 𝑣𝐵(𝑧)

• Myopic follower strategies (MFS)

𝑔 𝑓, 𝑣𝐵 = 𝑔(𝑓)

Given a stationary policy 

and future values, 𝑔
computes the best 

actions to perform in 
each state. 



MFS case

𝑇𝐴
𝑓𝑣𝐴 ∈ ℝ 𝑆

𝑣𝐴′(𝑠1)

𝑣𝐴′ 𝑠2
⋮

𝑣𝐴′ 𝑠𝑛

∈ ℝ 𝑆

For a fixed stationary policy 𝑓, 𝑇𝐴
𝑓

computes the
value of applyng this policy.

𝑇𝐴
𝑓
𝑣𝐴 𝑠 = ෍

𝑎∈𝒜

𝑓(𝑎 , 𝑠) 𝑟𝐵
𝑎𝑔(𝑓)(𝑠)

𝑠 + 𝛽𝐵෍

𝑧∈𝑆

𝑄𝑎𝑔(𝑓)(𝑠 𝑧 𝑠 𝑣𝐴(𝑧)



MFS case

𝑇𝐴𝑣𝐴 ∈ ℝ 𝑆

𝑣𝐴′(𝑠1)

𝑣𝐴′ 𝑠2
⋮

𝑣𝐴′ 𝑠𝑛

∈ ℝ 𝑆

𝑇𝐴 computes the value of the best policy for the leader.

𝑇𝐴 𝑣𝐴 𝑠 = max
𝑓∈ℙ(𝒜)

𝑇𝐴
𝑓
𝑣𝐴 𝑠



• Theorem 1.

a) 𝑇𝐴
𝑓

, 𝑇𝐴 are monotone.

b) For any stationary strategy f, the operator 𝑇𝐴
𝑓

is a 
contraction on (ℝ 𝑆 , ⋅ ∞) of modulus 𝛽𝐴.

c) The operator 𝑇𝐴 is a contraction on  (ℝ 𝑆 , ⋅ ∞) of 
modulus 𝛽𝐴.

MFS case

• Theorem 2. 

There exists a equilibrium value function 𝑣𝐴
∗ and it is 

the unique solution of 𝑣𝐴
∗ = 𝑇𝐴 𝑣𝐴

∗ . Moreover, the 
pair 𝑓∗ and g(𝑓∗) which maximizes the RHS of (1) are 
the equilibrium strategies.



Value Iteration algorithm

0
0
⋮
0

𝑣𝐴
1(𝑠1)

𝑣𝐴
1 𝑠2
⋮

𝑣𝐴
1 𝑠𝑛

𝑇𝐴𝑇𝐴

𝑣𝐴
2(𝑠1)

𝑣𝐴
2 𝑠2
⋮

𝑣𝐴
2 𝑠𝑛

𝑇𝐴

𝑓0, 𝑔0 𝑓1, 𝑔1 𝑓2, 𝑔2

Repeat until 
convergence

Theorem 3. 
The sequence of value functions 𝑣𝐴

𝑛 converges to 𝑣𝐴
∗.

Furthermore, 𝑣𝐴
∗ is the fixed point of 𝑇𝐴 with the

following bound:

𝑣𝐴
∗ − 𝑣𝐴

𝑛 ≤ 𝛽𝐴
𝑛 𝑟𝐴 ∞

1−𝛽𝐴



Value Iteration algorithm



Policy Iteration algorithm

𝑇𝐴
𝑓0𝑓0

𝑢𝐴0

𝑓1 𝑇𝐴
𝑓1

𝑇𝐴 𝑢𝐴1

𝑓2

𝑇𝐴

𝑇𝐴
𝑓2

Repeat until 
convergence

Theorem 4. 
The sequence of functions 𝑢𝐴,𝑛 verifies 𝑢𝐴,𝑛 ↑ 𝑣𝐴

∗ .
Furthermore, if for any 𝑛 ∈ ℕ, 𝑢𝐴,𝑛 = 𝑢𝐴,𝑛+1 then

it is true that 𝑢𝐴,𝑛 = 𝑣𝐴
∗.

…



Policy Iteration algorithm



Computational Results
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General case

𝑇(𝑣𝐴 , 𝑣𝐵) ∈ ℝ 𝑆 × 𝑆 𝑣′𝐴 , 𝑣′𝐵
∈ ℝ 𝑆 × 𝑆

𝑇𝑖
𝑓𝑣𝑖 ∈ ℝ 𝑆

𝑣𝑖′(𝑠1)

𝑣𝑖′ 𝑠2
⋮

𝑣𝑖′ 𝑠𝑛

∈ ℝ 𝑆



General case

This algorithm returns an Strong Stackelberg Equilibrium in feedback 
policies for the 𝜏-horizon problem.

What about stationary policies?



Example



Example

𝛽𝐴, 𝛽𝐵 =
1

2



Example





We found an equilibrium.

There is no geometrical 
decreasing.

We get tired of finding an 
equilibrium.









Security Games

L1

L2

L3

Ln

Payoffs only 
depends on 
whether a 
location is 

protected or not.

Leader = DEFENDER

Follower = ATTACKER



Security Games

L1

L2

L3

Ln

RewardD > 0
PenaltyA < 0



Security Games

L1

L2

L3

Ln

Penalty𝐷 < 0
Reward𝐴 > 0

Non pure strategies seems to 
be optimal for the leader.

Computationally all instances in 
Security games VI converges 
with the geometric bound.

Conjecture:
For every Security game with this payoff structure, the 
operator T is contractive of modulus 𝛽 = max{𝛽𝐴, 𝛽𝐵}



Conclusions

• We define suitable dynamic programming operators and we use it to 
prove unicity of values of Strong Stackelberg games in stationary 
policies for a family of problems.

• We define Value Iteration and Policy Iteration algorithms for finding 
Stackelberg stationary equilibrium.

• We prove via counterexample that this methodology is not always 
applicable for the general case.

• We study security games and we conjecture that operators for this 
type of games are contractive.



Víctor Bucarey López

vbucarey@ing.uchile.cl

INRIA – LILLE

December 2017

Thank You!

mailto:vbucarey@ing.uchile.cl

