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Large-scale biological data analysis comes with challenges
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Large-scale biological data analysis comes with challenges

Biomarker identification (Variable selection)

=> High-dimension: Vast amount of variables (20 000 genes), small cohorts (hundreds of patients)

-> Correlations: Interactions between different functional units of the biological system

NON-SMALL CELL LUNG CANCER

: Alveolar and bronchiolar epithelial cell
Alveolar and bronchiolar Bronchial epithelial cell
epithelial cells
Bronchial epithelial cells RARG
o 2 O———# Tumour progression
Retinoic acid (BB 17 "ona

27— _Reduce
FEIT Celleyel

— —# Reduced apoptosis - Celloycle
_lﬁ -
! ~J[CDKars]
lixD1

| ——» Proliferation

d ‘o
o ) DNA
[FEK—*Q 5 [CASPY - —- Antiapoptosis O — — GIS progression
&

-
Atypical adenomatous
hyperplasia DNA

— = —»O—* G} —+ prolieration

Bronchial dysplasia

[G#DDs]

DNA.
damags #5530 B
PR e 1[rox]

Uncontrolled proliferation
al

HGF

/ i)
i

Q e

g ORI |y A

Genetic alterations

Primary adenocarcino

Metastatic adenocarcinoma Oncogene k[&df EGFR, MET,
letastatic adenocarcinor EML4-ALK, KIFSB-RET
Metasaic squamous Tummorsuppressors : RARS, FHIT, RASSF. source : KEGG pathway
cell carcinoma a/ , p53

05223 924120
(c) Kanehisa Laboratories



Perform variable selection with the knockoff procedure!

The Knockoff procedure(1):

"4 Designed for correlated settings
{4 Handle high dimension (Model-X knockoff®)

(74 Can be used with no prior knowledge about the structure of the data

@ Control the expected number of false discoveries

@  Already used with biological data (GWAS)®

Study the applicability of the knockoff procedure to transcriptomic data in classification

(1): Barber and Candes : Controlling the false discovery rate via knockoffs (2015)
(2) : Candes et al - Panning for Gold: Model-X Knockoffs for High-dimensional Controlled Variable Selection (2017)
(3) : Sesia et al - False discovery rate control in genome wide association studies with population structure



The knockoff variable selection procedure

Knockoff = False copy X,
o i, e

X11
X = |2

jzn,l
Y

Outcomes




The knockoff variable selection procedure

Knockoff = False copy

- X 1LY|X
X; X
Xl,l Xl,p Xl 1 Xl,p
Xn,l Xn,p Xn.l e Xn,p

Effect J > Effect J: Effect J ~ Effect J:

the j*" variable is a the ji" variable has

relevant feature “spurious” effect



Variable selection with Model-X knockoffs‘?) procedure

-

Construction Compute Compute the
of the threshold
knockoff statistics + —l
variables Select
features

\_

Features are

selected with

control of the
FDR

/

=> Adjustable to the context
-> There are different ways to use the KO procedure

(2) : Candes et al - Panning for Gold: Model-X Knockoffs for High-dimensional Controlled Variable Selection



Study the applicability of the knockoff procedure to data in

e
How to build relevant knockoff features ?
. Which type of statistic performs well ?
4 .
—» Stability
Study the reliability of selected sets of features
N\

—» |dentified limitations of the knockoff framework



Data : Nasal transcriptomic data used to assess lung cancer risk

369 subjects (CRUKPAP®): classifier:

o Nasal gene expression level : 749 risk genes - discriminate patients diagnosed with
lung cancer from others
- Lasso penalized logistic regression

o 4 clinical data
(sexe, age, smoking status, and packs years)

Good classification performances®:
e AUC-PR:0.82 e Features are not stably selected
e AUC-ROC:0.83

(4) : de Biase et al. - Smoking-dependent expression alterations in the general population reveal immune impairment linked to germline variation and lung cancer risk



Study the applicability of the knockoff procedure to data in

How to build relevant knockoff features ?

Which type of statistic performs well ?




Compute the statistics

Construction
of the
knockoff
variables

Compute

statistics

Compute the
threshold
+
Select
features
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Compute the statistics

e 1V, is afunction of Yand X, )N(], Vi & {10}

e Large values for features that must be selected

e  Some other specific properties

Xj
X1.1
Compute v X.2’1
statistics ’
Xn 1

Effect J

Effect J > Effect J

or

X,

Effect J

Effect J ~ Effect J

10



Test statistics benchmark

- Xl.l = Xl; Xll g
(X, X] = :
Xll.l . . X P X A T

Variable Importance (VI) - based methods:

. Fit a ML model to [X, X], Y.
«GetVI(j)and VI(j+p),Vje {1,...
=Wy = VI({j) — VI +p)

, P}

11



Test statistics benchmark

B Kooy e Xl; X11 ;
(X, X] = P
X“_l... X,X1~

Variable Importance (VI) - based methods: LASSO

Elastic-net (EN)
Random Forest (RF)
Boosted Tree

Deep learning

. Fit a ML model to [X, X], Y.
«GetVI(j)and VI(j+p),Vje{l,...,p}
W =VI@H) - VI +p)




Data simulation

» Simulated outcomes from a given matrix X € R309%749;

Classification:
( ()\
1 - -
Use 10 non null : Linear setting:

features Y = ]1( . r) - 1

5 the real 1+e=XnB~ " 0 XB= KB+ KB+ - £ X5,
N e rea ’
translcriptomic :
matrix) 0

\0)



Test statistics benchmark

LASSO

Elastic-net (EN)
Random Forest (RF)
Boosted Tree

Deep learning

Variable Importance (VI) - based methods:

. Fit a ML model to [X, X], Y.
«GetVI(j)and VI(j+p),Vje {l,..,p}
- Wj = VI({) - VI +p)

> LASSO Coefficient-Difference®?
(LCD)

+ Other methods

(2) : Candes et al - Panning for Gold: Model-X Knockoffs for High-dimensional Controlled Variable Selection 13



LCD based knockoff improves variable selection

1.2-

= KO + LASSO (LCD)
Power: - LASSO

# True discoveries
ue discoveri 05 . ] )

# True features L o . : i
| - [} >
3]
3
a 0.4-

FDP:
# False discoveries
) ) LY
# Discoveries 0.0- . - . y
0.00 0.25 0.50 0.75 1.00
FDP

-> The LCD knockoff is more powerful than the lasso penalized logistic regression for reasonable values of FDR/FDP.
14



% The based knockoff is more powerful than the lasso penalized logistic regression for

small numbers of false discoveries



Study the applicability of the knockoff procedure to

data in

(" —» Stability

Study the reliability of selected sets of features

( + assess method’s reliability with no ground truth)

N\

16



How to get selection frequency

Number
of features
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Lasso systematically selects both important and noisy features
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w 40- Features selected in the
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The KO framework removes false positive genes from the set of most selected

genes...

real matrix

Linear simulation

50-

N 40- . .
c False discoveries
> 3. True genes
Y
(@]
—
3 20-
=
-}
Z 10-

0- ”]]hu_n n n n o I

0.00 0.25 0.50 0.75

Selection frequency

Features selected with the
knockoff framework.

Target FDR level (q) = 0.2

1.00
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The KO framework removes false positive genes from the set of most selected
genes...

50-
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The KO framework removes false positive genes from the set of most selected

genes...
50-
v 40- ) .
P [ ] False discoveries
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Selection frequency

real matrix
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... features are still not stably selected

Number of genes
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Additional source of instability with the knockoff framework

- Training _ r ‘ : ene 1
[] Test e (.O « o ]:\ » .g

selection frequency

" o ow omm *

[—# 070
l- —’ KO procedure < :

- () e

selection frequency

" o ow omm *

x10 100 (10 x 10 fold CV)
"""""" Source 2:

Methods to build knockoffs are stochastic
Source 1



Knockoff aggregation

Run the knockoff procedure multiple times (in parallel):

L . 4 -

Statistics for all features M = Combine the results e.g. frequency,

W harmonic mean, ...) INt0 new statistics

N N N / (at each run) W; (e.g. p-value, z-statistics,...).
qu“' Xy X1.n~\
d X s X iss X . .

( 313, ...I'ng....l'p;ﬁ \ l < -  Perform inference from this new

Al 5 s s S={i:W;>r} Ty
512 12y < B oo By & o W] statistics
ot g oor Ko SlmieT -> More robust variable selection
' S={p:Wy>T \ (with control of the number of false discoveries)

20



Knockoff aggregation

Run the knockoff procedure multiple times (in parallel):

”iif K -=> Combine the results (e.g. frequency,
W harmonic mean, ...) Int0 new statistics
‘2’1{ ill .X,MN\ / U./' (e.g. p-value, =-statistics,...).
X e Xqgoe Xig . .
Ty .ulzgn,)\ l A < -  Perform inference from this new
IHE I S . :S{i '{” ‘i ’”>} , statistics
Ty B oo K ‘8«’7 1/1_71 ->  More robust variable selection
‘ = {ps Wy =} \ (with control of the number of false discoveries)

K False Discovery Proportion control for aggregated
Knockoffs
Alexandre Blain Bertrand Thirion
INRIA INRIA
Université Paris-Saclay CEA
I alexandre.blain@inria.fr bertrand.thirion@inria.fr
Olivier Grisel Pierre Neuvial
INRIA Institut de Mathématiques de Toulouse
olivier.grisel@inria.fr Université de Toulouse

pierre.neuvial@math.univ-toulouse.fr
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Evaluate aggregation knockoff efficiency

- O 1 : gene 1
&L ERE e selection frequency
— KO procedure O O
- (Vanilla <
Data Set . Knockoff/Aggregated
(transcriptomic matrix) knockoffs) O . 1
. - — ~
| gene p
Source 2 \_ K1~ JEEE Q/l . selection frequency
R 0
x 100 100

21



The aggregation of knockoffs tends to remove alternatively selected genes

q=0.2
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The aggregation of knockoffs tends to remove alternatively selected genes

qg=0.5
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O/
0‘0

O/
%

The based knockoff is more powerful than the lasso penalized logistic regression for

small numbers of false discoveries

The KO procedure does not improve the stability of features selection in our setting

> Aggregating knockoffs eliminates some of the effect of knockoff stochasticity

24



—» |dentified limitations of the knockoff framework

> The knockoff procedure fails with interacting variables

> The power decreases with the number of non null features

25



O/
0‘0

> Powerless in the interaction setting

> Decrease in power as the number of non-null features increases

The knockoff procedure does not select any genes with real outcomes

26



Group knockoffs

Why ?

7/
L X4
7/
L X4

7/
L X4

Improve the interaction setting
Perform selection at a higher functional level (more robust)

Integrate more features

27



Group knockoffs

Why ?

How 7

7/
%

4

>

o,

Improve the interaction setting
Perform selection at a higher functional level (more robust)

Integrate more features

> e.g.: transcription factors, biological pathways, ....
How to build knockoffs ?

> Either use previous methods or use group’s structure instead of

correlations between features
At which level does the statistic do the selection (feature or group) ?

> group level

27



Acknowledgements

e Florian MASSIP

e Adeline FERMANIAN

e Chloé-Agathe AZENCOTT
e Johanna LAGOAS

Thank you for your attention !

CBIO members

0
24 =
f/j | PSL institut
MINES PARIS Cl] ri e

!nserm



749 risk genes

513 genes affected by smoke in the healthy
volunteer group

<\

-115 shared DE genes + same gene expression dynamic/behavior

(3) : de Biase et al. - Smoking-dependent expression alterations in the general population reveal immune impairment linked to germline variation and lung cancer risk



749 risk genes

513 genes affected by smoke in the healthy
volunteer group

<\

-115 shared DE genes + same gene expression dynamic/behavior

749 risk genes

(3) : de Biase et al. - Smoking-dependent expression alterations in the general population reveal immune impairment linked to germline variation and lung cancer risk



Generation of the knockoff (KO) : LSCIP algorithm

Linear sequential conditional independent pairs®
(LSCIP)

e Does not use the covariance matrix : :
_ o e computationally more expensive
e no assumption on features distribution

LSCIP pseudo-algorithm :

» j=1,forall je{l,..,p}:

> Fit a lasso model on (X_;) with X as outcomes.

> Compute residuals € = (€1, ...,¢,), € = X; — X; where Xj is the predicted value of X;
with the regression model

> Permute the residuals vectors randomly. Let’s denote p, the permutation of {1,...,p}.
compute X; = Xj + €p,(5)

» Return X

(4) : Blain et al - False discovery proportion control for aggregated knockoffs



Variable selection with Model-X knockoffs‘?) procedure

Construction
of the
knockoff
variables:

o~

X

Machine
learning
modgl:with
X, X as
features and
Y as
outcomes

Compute
statistics:

W;
Vjie{l,...,p}

Select features

with statistics

above a given
threshold:

SZ{jZWj?T}

T is a function of:

e atarget FDR level q
[ W;

T := min {t sl

1+ #45 : W, < -t}

#{j: Wj >t}

(2) : Candes et al - Panning for Gold: Model-X Knockoffs for High-dimensional Controlled Variable Selection

<}



Variable selection with Model-X knockoffs‘?) procedure

Construction
of the
knockoff
variables:

o~

X

(2) : Candes et al

Machine
learning
modgl:with
X, X as
features and
Y as
outcomes

Compute
statistics:

W;
Vjie{l,...,p}

Select features

with statistics

above a given
threshold:

SZ{jZWj?T}

(- )
FDR :=E[FDP]
FDR :E ]]€§QH()| g
S| v1
g

Ho={je{l,..,p}lY 1L X;}

- Panning for Gold: Model-X Knockoffs for High-dimensional Controlled Variable Selection
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e 2 —— &
T B 3w ¢ 4 4 8
2w BB 2 " é A g SR
= ] X

[ ]

X
0.00 0.25 0.50 0.75 1.00
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

Target FDR (q) Target FDR (q)



LSCIP + LCD/MLR based knockoff are the most powerful

1.2

0.8-

Power

0.0-

0.00

0.25

0.50
FDP

v "t i
' EN-CD
A = LCD
~ MLR
RF
0.75 1.00

Power and FDP obtained with the knockoff selection procedure




(@) “ EN-CD = LCD ~ MLR * RF

0.00 0.25 0.50 0.75 1.00
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Stability selection with simulated data

(a)

50- £ Original model (lasso penalized logistic regression)
mean (# selected genes) = 74.9
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KOPI is empirically at least as powerful as vanilla knockoff

1.2-
= KOPI
»+ Vanilla KO
- A
0.8-
| |
o
2
(@]
0 04-
28]
A
0.0-
0.00

0.25

>

0.50
FDP

0.75

Power and FDP obtained with both Vanilla knockoff and aggregated knockoff selection procedure
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Aggregation simulations

(a) .
= KOPI = Vanilla KO
1.2-
= ° X = X ° . é
_ 08 - 5 a B m = § = 8 m
304 . . .
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Impact of the aggregation scheme on the selection frequency
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The KO framework does not improve stability (real data with subsampling)

o KO, q= 0.2 (target FDR level)

30- Original model (lasso penalized logistic regression)

mean (# selected genes) = 0.7
mean (# selected genes) = 74.9 .
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Number of genes
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Alpha effect

@ # alpha =0.1+ alpha=0.2 = alpha=0.34 alpha=0.5
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Study the applicability of the knockoff procedure to data in

—» |dentified limitations of the knockoff framework



The knockoff procedure fails with interacting variables

fyzn(l

>0.5)

1+€_X”~3
X Real matrix

Y  Interaction <

X8 = BE XDy AKXy -« + AKX
N



The knockoff procedure fails with interacting variables

1.2-
0.8-
X Real matrix . EN-CD
- LCD
Y  Interaction 50.4_ + MLR
RF
A ] A
A r) & A
0.0-
0.00 0.25 0.50 0.75 1.00

FDP

Power obtained with the knockoff selection procedure




The power decreases with the number of non null features

k=10+k=30+ k=50

1.2
* A
0.8-
N
2
) = A
a 0.4 A N A 4o 4 phm . A
A - A P'S
A A * 'S
. % i . ”;
~ *
* . %
0.0 4 . ik
0.00 0.25 0.50 0.75 1.00
FDP

Power and FDP obtained with the LSCIP + LCD knockoff selection procedure for different numbers of non-null features (k)




Performances also depend on the features used to simulate Y...

e Setting (linear)
e KO framework (LSCIP + LCD) = * Nonnull features (10)

e [Features matrix

1.2- 1.2-

0.8- 0.8

Power
Power

0.0- 0.0-

0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75

FDP FDP

Power and FDP obtained with the LSCIP + LCD knockoff selection procedure

1.00



Application to the real data

X Real matrix

Yy  Cancer/no cancer

Number of genes

Selection frequency



Application to the real data
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Application to the real data

X Real matrix

Yy  Cancer/no cancer
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Application to the real data vs simulated data
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(3) : de Biase et al. - Smoking-dependent expression alterations in the general population reveal immune impairment linked to germline variation and lung cancer risk



