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UNCERTAINTY QUANTIFICATION IN MACHINE 
LEARNING

• Machine learning models such as a neural networks as extremely useful

• Used to perform classification, segmentation, object detection, and regression. 

• However they are often black-box models and do not provide uncertainty 

guarantees. They can be wrong and are often over-confident in their 

predictions. 

• Mistakes, for instance in medical fields, can be very bad and have rather 

negative consequences.



INTRODUCTION TO CONFORMAL INFERENCE
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POLPYS SEGMENTATION
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NOTATION 



FURTHER NOTATION



CONFIDENCE SETS



THRESHOLDING BASED ON THE NEURAL NETWORK 
SCORES



ASSUMPTIONS FOR VALID INFERENCE



SCORE TRANSFORMATIONS



MARGINAL INNER SET



MARGINAL OUTER SET



DISTANCE TRANSFORMED SCORES

Distance transformation: 

Distance transformed scores: 



APPLICATION TO POLYPS DATA

• We have 1798 polyps images (from different subjects)

• We divide these into a learning dataset of 298 and use the rest for inference

• Other existing approaches use the untransformed scores instead of learning 

the best approach.



STUDYING THE LEARNING DATA
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HISTOGRAMS OF THE SCORES ON THE LEARNING DATA



PREPARING FOR THE CALIBRATION/VALIDATION

• From the learning data we can see that mixing the original and distance 

based score functions appears to the best combination.

• For our results we can then divide the remaining 1500 images into a 

calibration set of 1000 and a validation set of 500 images. And visualize the 

results.
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VERIFYING THE COVERAGE RATE



HISTOGRAM OF THE COVERAGE AT 90%



UNDERSTANDING THE EFFICIENCY 



DETERMINING THE PROPORTION CAPTURED



CONCLUSIONS

• Conformal inference provides uncertainty guarantees for neural networks

•  Transforming the scores (with transformations chosen on a learning dataset can lead 

to a big boost in performance).

• Conformal confidence sets provide strong guarantees whilst allowing for meaningful 

inference.

• Preprint available: Davenport, Samuel. "Conformal confidence sets for 

biomedical image segmentation." arXiv preprint arXiv:2410.03406 (2024).



ADVANTAGE OF THE DISTANCE TRANSFORMED 
SCORES

Using distance transformed scores ensure that as the predicted masks

 improve the confidence sets improve – not true for using the original scores









EXISTING APPROACHES FOCUS ON BOUNDING 
BOXES



JOINT INFERENCE
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