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Abstract

Physical variables in scale invariant systems often show chaotic, turbulent-like behavior, commonly associated to the existence of an underlying fractal or multifractal structure. However, the assessment of multifractality over experimental, discretized data requires of appropriate methods and to establish criteria to measure the confidence degree on the estimates. In this paper we have evaluated the quality of different techniques used for multifractal analysis. We have tested four different techniques: the moment (M) method, the wavelet transform modulus maxima (WTMM) method, the gradient modulus wavelet projection (GMWP) method and the gradient histogram (GH) method, which are used to estimate the singularity spectra of multifractal signals. The test consists in analyzing synthetic multifractal 1D signals with given multifractal spectrum. We have compared the results, studying the sensibility of each method to the length of the series, size of the ensemble and type of spectrum. Our results show that GMWP method is the one attaining the best performance, providing reliable estimates which can be improved when the statistics is increased. All the other methods are affected by problems such as the linearization of the right tail of the spectrum, and some of them are very demanding in data.
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1. Introduction

The multifractal formalism provides a scale invariant mechanism for the analysis and generation of complex signals which fits well with the observed experimental properties of fully developed turbulence (FDT) [1] as well as other physical systems which range from natural images [2] to heartbeat dynamics [3] or econometric signals [4] to cite some examples. The multifractal formalism also allows to implement new coding strategies [5,6] and to highlight relevant dynamical features of the systems under study [7]. In addition, theoretical
models can be devised to fit the observed multifractal properties [8,4]. These facts explain why it is triggering an increasing interest in the scientific community. The process of characterization of multifractality from experimental data must be performed with care. In essence, multifractality is a property verified in the infinitesimal limit only, while empirical data have an inherent discrete nature. Therefore, any tool designed to validate the multifractal character of a given signal faces several difficulties elicited by the finite size and the discretization of the data record. In addition, any technique used to validate the multifractal behavior of a signal necessarily involves some interpolation scheme which can make it prone to some bias. For that reason, it is very convenient to know beforehand the range of validity, limitations and biases as well as the theoretical foundations of any method (“validation method”, in the rest of the paper) devoted to carry out this task. This knowledge allows to determine the degree of reliability of the estimates and to define a framework where alternative methodologies can be compared.

In this paper, we will study the theoretical foundations, performance and reliability of four different validation techniques for the analysis of multifractality from experimental data. We will discuss the performance of each method according to their capability to retrieve the correct singularity spectrum from a given data set. As a test benchmark we will use synthetic data generated following a simple model originally devised for the description of turbulent data. With this setup we have a prior knowledge of the singularity spectra of the data and, as a consequence, the possibility to calibrate the quality of the answers. We have worked with 1D series, but the generating model, methods and results can be generalized to higher dimensions. In this paper’s webpage [9] the reader can find C source codes which generate synthetic 1D and 2D multifractals and which also implement the validation techniques.

The paper is structured as follows: Next section is devoted to introduce general aspects of multifractal theory, required for a proper understanding of the methods. In Section 3, we will present the four validation techniques. Section 4 is devoted to the definition and presentation of the three benchmarks of synthetic series as well as the different ensembles of signals that will be processed. In Section 5 we will use the first benchmark to illustrate the different particularities of each method, discussing their potential advantages and known drawbacks. Section 6 is devoted to provide quantitative measurements on the performance of the different validation techniques, using the two other benchmark of synthetic signals to study the dependence on the amount and type of statistics of the studied data. A general discussion, with the overall evaluation and comparison of the methods is given in Section 7. Finally, in Section 8 we present the conclusions of our work.

2. Multifractal theory

The origins of multifractal theory can be tracked back to the seminal works by Kolmogorov [10]. Under conditions of intense turbulence (fully developed turbulence), variables as the velocity or the local dissipation of energy vary sharply from one location to another and can be regarded not as deterministic quantities but as random ones. Let, for instance, \( \varepsilon_r(\bar{x}) \) be the local dissipation of energy around the point \( \bar{x} \) and over a neighborhood of radius \( r \), whose expression is given by the following formula:

\[
\varepsilon_r(\bar{x}) = \frac{1}{|B_r(\bar{x})|} \int_{B_r(\bar{x})} d\bar{x} \sum_{ij} \left( \frac{\partial v_j(\bar{x}) + \partial_j v_i(\bar{x})}{\partial x_i} \right)^2,
\]

where \( v_i \) are the components of the velocity vector and \( B_r(\bar{x}) \) stands for the ball of radius \( r \) centered around \( \bar{x} \). Kolmogorov’s intuition was that the energy is transmitted from the larger scales (\( L \)) to the smaller ones (\( r \)) by means of an injection process defined by a variable \( \eta_{rL} \) which in fact only depends on the ratio \( r/L \), as

\[
\varepsilon_r = \eta_{rL} \varepsilon_L.
\]

In Kolmogorov’s original work the energy injection variable \( \eta_{rL} \) has a fixed value, \( \eta_{rL} = [\varepsilon_r]^{-\gamma} \), from which it can immediately deducted that the order \( p \) moments of \( \varepsilon_r \) can be related with those of \( \varepsilon_L \) in a very simple way, namely

\[
\langle \varepsilon_r^p \rangle = \left( \frac{r}{L} \right)^{-\gamma p} \langle \varepsilon_L^p \rangle \propto r^{-\gamma p},
\]
where $\langle \cdot \rangle$ denotes an average over an ensemble of $\bar{v}$ realizations. All the dependence in $r$ of the order-$p$ moment of $\epsilon_r$ is concentrated in the power-law $r^{-2p}$, which is similar to what experimental measures show, namely:

$$
\langle \epsilon_r^p \rangle \propto r^{2p},
$$

(3)
a property which is known as self-similarity (SS). Unfortunately, the exponents $\tau_p$ obtained in the experiments do not have a linear dependence on $p$. In general, $\tau_p$ as a function of $p$ is a convex curve, a phenomenon which is known as “anomalous scaling” [11], in opposition to the “normal” (linear) scaling. To describe the “anomalous scaling” Kolmogorov’s decomposition can still be applied but now $\eta_{rL}$ in Eq. (2) has to be interpreted as a random variable, independent of $\epsilon_L$. Moreover, in order to produce a consistent scheme, the variables $\eta_{rL}$ have to be infinitely divisible [12], to ensure that downwards process from scale $L$ to scale $r$ is verified directly or in several stages (forming the famous cascade process). The experimental property of self-similarity led researchers to propose a model for its generation based on the existence of local scale-invariant laws. First, it is assumed that at any point $\bar{x}$ the following equation holds:

$$
\epsilon_{\bar{x}}(\bar{x}) \propto r^{h(\bar{x})} \text{ as } r \searrow 0,
$$

(4)
that is, the dependency on a vanishing positive scale parameter $r$ is conveyed by the power-law factor $r^{h(\bar{x})}$. The exponent $h(\bar{x})$, which is a function of the point $\bar{x}$ under study, is called the singularity exponent of the point. Then, the singularity exponents can be arranged in special sets called singularity components $F_h$ defined as

$$
F_h = \{ \bar{x} : h(\bar{x}) = h \}.
$$

(5)
In order to close the model, it is required that the singularity components are of fractal character (and for that reason they are also known as fractal manifolds). The singularity spectrum (also known as the Hausdorff spectrum) associated to the multifractal hierarchy of fractal components is the function $D(h)$ defined by the fractal (Hausdorff) dimension of each component $F_h$, namely

$$
D(h) = \dim_H F_h.
$$

(6)
Following the famous derivation by Parisi and Frisch [13], under some assumptions on the homogeneity and isotropy of the statistics of local singularities, it is possible to derive a relation between self-similarity exponents $\tau_p$ and the singularity spectrum $D(h)$. They proved that the SS exponents $\tau_p$ can be computed from the Legendre transform of the singularity spectrum $D(h)$,

$$
\tau_p = \inf_h \{ hp + d - D(h) \},
$$

(7)
where $d$ stands for the dimension of the embedding space. By means of Eq. (7) it is possible to relate statistics and geometry. It is then evident that the singularity spectrum contains all the information about SS, hence about the multiplicative process, Eq. (2), what is the same as saying that it describes the statistics of changes about the multiplicative process, Eq. (2), what is the same as saying that it describes the statistics of changes

$\epsilon_{\bar{x}}(\bar{x}) = \eta_{rL}(\bar{x})\epsilon_L(\bar{x})$. This last relation can only hold in an appropriate representation basis [6].
Thus, the singularity spectrum is often estimated using indirect methods which are numerically more stable. We will concentrate on the so-called Legendre spectrum. One of the advantages of Parisi–Frisch’s formula, Eq. (7), is that it can be inverted. By definition, the Legendre spectrum corresponds to the Legendre transform of the SS exponents $\tau_p$

$$D_\ell(h) = \inf_p \{ hp + d - \tau_p \},$$

where, as before, $d$ stands for the dimension of the environment space. It is simple and accessible for numerical calculations. The main disadvantage is that, by construction, the Legendre spectrum is convex, so if the Hausdorff spectrum is not convex the Legendre spectrum will equal its convex hull.

In mathematical literature, it is common to consider that a system is multifractal only when the Hausdorff spectrum, the Legendre spectrum and another spectrum not introduced here, the large deviation spectrum, coincide. This point of view is a bit restrictive; in fact, from the physical point of view the only relevant spectrum is the one which links statistics and geometry: the Hausdorff spectrum. It should be noticed that the first two methods are based on the estimation of the Legendre spectrum while the last two methods analyzed give direct access to the Hausdorff spectrum, which makes them more reliable. Anyway, Hausdorff and Legendre spectra are coincident for the signals used in our benchmark due to the model used to generate them.

3. Presentation of the different methods

We have analyzed the performance of four methods on the estimation of the singularity spectrum of experimental data. In the experiences shown in this paper, and to simplify the analysis, we will only consider scalar signals defined in a 1D space, although all the derivations could be extended to scalar signals in higher dimensional spaces. For that reason, in order to keep the presentation as general as possible all the quantities will be described in terms of a vector spatial variable (position) $\vec{x}$. Thus, a generic multifractal signal will be denoted by $s(\vec{x})$. Let us first introduce the theoretical foundations of each method.

3.1. M method

Moment (M) method is primarily a statistical method. It is based on getting the Legendre spectrum from SS exponents associated [1,8] either to an appropriate scale-dependent variable like $\epsilon_r$ (in the simplest formulation) or to a partition function (in a more sophisticated version). In the study of turbulence, the variable $\epsilon_r$ is usually identified with the energy dissipation over a ball of radius $r$ [12] or the wavelet projection at scale $r$ of a velocity component [17]. The advantages and limitations of using wavelet projections are discussed in the following section. In this paper, we will use the first, simpler version. Then, our implementation is done according the following steps:

1. **Definition of the variable $\epsilon_r(\vec{x})$:** Following [2,5,7,18] and inspired by the local dissipation of energy in turbulent flows, Eq. (1), we define $\epsilon_r$ at each point $\vec{x}$ as

$$\epsilon_r(\vec{x}) = \frac{1}{B_r} \int_{B_r(\vec{x})} d\vec{x}' |\nabla s|(\vec{x}'). \tag{8}$$

The integral above is estimated by simple step rectangles. Such a variable has been shown to exhibit SS in many contexts [2,5].

2. **Calculus of the moments:** We average $\epsilon_r(\vec{x})$ over all the points $\vec{x}$ in the ensemble (all points are considered, as we assume that spatial correlations do not significantly alter the value of moments). For each value of $r$, we compute the moments for a particular, finite sequence of $p$’s: $p_1, p_2, \ldots, p_n$. For each order $p_i$ we evaluate the value of the associated $\tau_{p_i}$ as the slope of the linear regression of $\log(\epsilon_r^{p_i})$ vs. $\log r$.

3. **Computing the spectrum:** Interpolating $\tau_p$ by a second-order spline, we evaluate the slope of the curve $\tau_p$ vs. $p$ at each $p_i$. The value, an estimate of the derivative of $\tau_p$ at $p_i$, corresponds to a value $h_i$ in the spectrum: $h_i = \frac{d\tau_p}{dp}(p_i)$. The corresponding value of the Legendre spectrum is given by $D(h_i) = h_i p_i + d - \tau_{p_i}$. 

3.2. Wavelet transform modulus maxima method

Inspired in early works by Mallat [19] on the use of wavelet projections to provide a multiresolution representation of signals, the concept of wavelet transform modulus maxima (WTMM) was originally introduced by Mallat and Zhong [20] in the context of signal processing and later on applied by Muzy et al. [17] in the analysis of turbulent flows, in order to solve some processing problems with experimental data. The main idea of WTMM method [17,21–23] is to obtain the multiresolution skeleton of the signal, a characteristic set of scale-space lines which, following Mallat’s conjecture [24], would be enough to provide a complete description of the signal and which would be concentrated on the separation of structures according to their scale of influence. This multiresolution skeleton are the lines of WTMM, that is, the set of lines where the wavelet transform modulus maxima (WTMM) was originally introduced by Mallat and Zhong [20] in the context of signal processing and later on applied by Muzy et al. [17] in the presentation of signals, the concept of wavelet transform modulus maxima (WTMM) was originally introduced.

To understand the basic elements of WTMM we need to remind what wavelet projections are. In the context of this paper, a wavelet \( \Psi \) is a function which can be used to analyze the local properties of any signal. Given a signal \( s(\bar{x}) \), the wavelet projection (or wavelet transform, WT) of this signal over the wavelet \( \Psi \) at the point \( \bar{x} \) and the scale of observation \( r \) is denoted by \( T_\Psi s(\bar{x}, r) \), and it is defined by

\[
T_\Psi s(\bar{x}, r) \equiv \int \mathrm{d}\bar{x}' s(\bar{x}') \frac{1}{r^d} \Psi \left( \frac{\bar{x}' - \bar{x}}{r} \right) = s \otimes \Psi_r(\bar{x}),
\]

(9)

where \( \otimes \) stands for the convolution product and the function \( \Psi_r(\bar{x}) \) is given by \( \Psi_r(\bar{x}) \equiv \frac{1}{r^d} \Psi(\bar{x}/r) \). Therefore, the wavelet projection consists in convolving the signal with an appropriate “focus kernel” \( \Psi_r \) which can be tuned with the scale parameter \( r \) in order to zoom in and out the details surrounding each point \( \bar{x} \) under analysis. A signal \( s \) would be considered multifractal if for any \( \Psi \) such that \( \Psi \) annihilates a certain number \( m \) of polynomial moments (in order to filter away long-range correlations which could mask the local multifractal structure [17,22]) it is verified that:

\[
|T_\Psi s(\bar{x}, r)| \sim r^{h(\bar{x})} \quad \text{as} \quad r \searrow 0,
\]

(10)

where the obtained local singularity exponent \( h(\bar{x}) \) should be otherwise independent of the wavelet used for all \( h(\bar{x}) < m \) (where \( m \) is the wavelet order) [22,25]. The WTMM method takes advantage of the scale-space partitioning given by the skeleton of maxima lines to define a partition function \( Z(r,p) \) of order \( p \) and scale \( r \) as the sum over the set \( \{\bar{x}_z(r)\}_z \) of coordinates supporting maxima of the modulus of WT; namely,

\[
Z(r,p) \equiv \sum_z |T_\Psi s(\bar{x}_z(r), r)|^p.
\]

(11)

Summing only over those well-chosen points (the maxima lines) rather than making an average over the whole sampling interval makes sense since most of the information is carried by the wavelet maxima lines [24]. Namely, the locations and values of the singularity exponents can be recovered from the scaling of WT along the maxima lines. If the signal is multifractal and the wavelet appropriate [17], \( Z(r,p) \sim r^{\rho} \) as \( r \searrow 0 \) and so we can proceed to obtain the Legendre spectrum, similarly to M method. However, some technical difficulties must be solved. First, in order to get rid of some maxima with very low WT values (which may induce spurious divergences), a refinement of Eq. (11) summands must be introduced, leading to a scale adaptive version of the WTMM method

\[
Z(r,p) \equiv \sum_z \left( \sup_{\bar{x}, r' \leq r} |T_\Psi s(\bar{x}_z(r'), r')| \right)^p,
\]

(12)

where \( \sup_{\bar{x}, r' \leq r} \) means that the supremum is taken for \((\bar{x}, r')\) on each line of maxima at scales \( r' \leq r \). Secondly, to avoid other numerical difficulties associated with the approximation of the Legendre transform (and mainly due to the divergence of negative moments or some end points of the sampled singularities), it is often preferred to use the so-called canonical approach to compute the \( D(h) \) [26]. This method consists in computing the average over a range of scales \((r_0,r_1)\) of some appropriate quantities derived from the partition function
Z(r,p). According to theory, these quantities must scale as \( r_1^{h(p)} \) and as \( r_1^{D(h(p))} \) and hence, just taking logarithms and dividing by the logarithm of \( r_1 \) the couple \((h(p), D(h(p)))\) is obtained. The leading terms in the averages are the ones defined by the smallest scale \( r_1 \) and they also scale as \( r_1^{h(p)} \) and as \( r_1^{D(h(p))} \), but to average over the full scaling line is convenient, as it allows to diminish the influence of errors and oscillations. For further information, see [27].

It is important to remark that, as we are processing the signal itself, and not its gradient (as in M method), the exponents \( \tau_p \) are shifted by \(+p\) with respect to those of M method. Conversely, you can say that the singularities \( h \) are shifted by \(+1\) and thus the singularity spectrum appears horizontally displaced by this factor \([5,28]\). We have taken that shift into account when representing the results from WTMM, shifting WTMM spectra by \(-1\) to obtain results directly comparable to those of other methods.

Although our code includes a home-made implementation of the WTMM method, we have implemented WTMM method using the algorithms provided by some built-in software very often referenced in the literature: a GPL stand-alone software called LastWave [29], and two add-on toolboxes for the computing environment Matlab: WaveLab [30] and FracLab [31]. In this way, we intended to obtain closer outcomes to those of standard literature. The scripts which perform all the calculations with the different softwares can also be found in [9]. For simplicity, in this paper we will show only the results provided by LastWave. The basic implementation of WTMM therein consists in the following basic steps:

1. **Compute the WT**: After choosing an appropriate analyzing wavelet \( \Psi \), we compute the WT \( T_\Psi s(\tilde{x},r) \) according to Eq. (9) for several translations and dilations. We will discuss about the different parameters of the projection (wavelet, minimal scale, etc.) below. The wavelet projections are obtained via FFT with aliasing corrections.
2. **Find the extremal representation associated to the WT**: We locate the local maxima of the absolute value of the WT as a function of position at each scale. The modulus maxima are points \((\tilde{x}_0, r_0)\) such that \( |T_\Psi s(\tilde{x}, r_0)| < |T_\Psi s(\tilde{x}_0, r_0)| \) when \( \tilde{x} \) belongs to either the right or left part of the neighborhood of \( \tilde{x}_0 \).
3. **Connect (chain) the maxima lines**: We have to check whether a local maximum \((\tilde{x}_0, r_0)\) at a given scale \( r_0 \) is located close to a maximum at a smaller scale \( r < r_0 \). A simple search on the nearest neighbors is performed, in this case. The maxima lines \( z \) are obtained as the set of connected curves in the scale space \((\tilde{x}, r)\) along which all points are modulus maxima.
4. **Track the maxima across the scales**: Then, we track maxima lines for increasing scale \( r \) by choosing at each scale the supremum \( \sup_{r', r' < r} \) between all previous values at smaller scales \( r' \leq r \). This way, we replace the WT value of an extremum by the maximum value along its line.
5. **Compute the partition function**: We sum the maximum values of the WT along the modified maxima lines to get the \( Z(r,p) \) according to Eq. (12).
6. **Compute the scaling exponents**: SS exponents \( \tau_p \) are obtained as the slopes of the log–log plots \( \log Z(r,p) \approx \tau_p \log r + C(p) \) by linear regression over \( r \).
7. **Estimate the spectrum**: Finally, the multifractal spectrum \((h, D(h))\) are computed from the \( \tau_p \) through the canonical approach.

To end let us remark that when working with ensembles consisting in more than a single signal, the partition function of each signal is evaluated, then all the partition functions are summed up, because WTMM partition functions are additive [22] (contrarily to the standard concept of partition function in Statistical Mechanics).

### 3.3. Gradient modulus wavelet projection method

The method based on the analysis of gradient modulus wavelet projections (GMWP) is primarily a geometric method. GMWP’s give explicit estimates of the values of \( h(\tilde{x}) \) at every point \( \tilde{x} \). In that sense, GMWP method can be considered as a direct check of multifractality because it explicitly performs the multifractal decomposition of a signal (something that can also be obtained with some refinements of WTMM techniques, see [23]).
GMWP method recovers the idea underlying the definition of local energy dissipation which was already used in the moment method, and combines it with wavelet projections in order to get the assessment of the local singularity exponents. Namely, we will work on the wavelet projections of the “function” $|\nabla s|$ (may it be used in a distribution sense). A more precise formalism includes defining a multifractal measure

$$d\mu(\vec{x}) = d\vec{x}|\nabla s|(\vec{x}).$$

The existence of a multifractal hierarchy of singularity exponents, Eq. (4), is translated to the measure $\mu$ by stating

$$\mu(B_r(\vec{x})) \sim r^{d+h(\vec{x})} \quad \text{as} \quad r \searrow 0.$$  \hspace{1cm} (13)

What is done in practice is to study the wavelet projections of the measure, $T_{\nabla}s(\vec{x},r)$, that is, to study GMWP’s. The existence of a multifractal hierarchy then reads as

$$T_{\nabla}s(\vec{x},r) \sim r^{h(\vec{x})}.$$ \hspace{1cm} (14)

Eq. (15) has been taken as the starting point to check multifractality of signals in systems as diverse as natural images [5], meteorological satellite images [18] or econometric series [7]. Obtaining explicit values of singularity exponents for each point has the appeal of revealing the geometrical arrangement of multifractality. In addition, it can be checked point by point to which extent multifractality holds, just looking at the coefficients of the log–log regression by which Eq. (15) is verified. The use of GMWP’s has another advantage with respect to WTMM from the numerical point of view, which will be further discussed in Section 7: to compute GMWP’s we do not need to use a wavelet annihilating a certain number of moments and even a positive function can be used. Positive functions are not admissible wavelets, that is, they cannot be used to represent signals [33]; but they can be used as analyzing wavelets, that is, they are able to describe local behaviors. Positive analyzing wavelets provide finer resolution, because the minimal resolution that a wavelet projection can attain is related to the number of zero-crossings of the wavelet [34].

Having access to the singularity exponents $h(\vec{x})$ at every point $\vec{x}$ we can directly estimate the singularity spectrum using a histogram method [16]. If the exponents were obtained at a minimum resolution $r_0$ then the distribution of singularities $\rho(h)$ verifies

$$\rho(h) \sim r_0^{d-D(h)}.$$ \hspace{1cm} (15)

It should be remarked that Eq. (16) is not only the starting point for Parisi–Frisch’s derivation which was used to define Legendre spectrum; it also allows to access to the Hausdorff spectrum, $D(h)$, although in a probabilistic way. Something interesting about this formula is that it allows to interpret negative dimensions as events with small probability [35].

Applying Eq. (15) we will obtain the singularity exponents at only one resolution $r_0$, that is, the minimum resolution in the regression. So that, we need some additional information in order to invert Eq. (16). One possibility is to repeat the analysis at other resolutions, then to perform a linear regression of the logarithm of $\rho(h)$, Eq. (16), vs. log $r$. Although effective, this procedure can be numerically highly time consuming, as it implies analyzing several times the whole series. But there is a simpler alternative when we can assume that the multifractal has total support, which is valid except for monofractals (monofractals should then be treated by the general scale regression method). In that case, there exists a fractal component $F_{h_1}$ of maximal fractal dimension, $D(h_1) = d$; according to Eq. (16) this fractal component is also that of maximal probability. Assuming that there exists such a fractal component we can easily obtain the singularity spectrum

$$D(h) = d - \frac{\log(\rho(h)/\rho(h_1))}{\log r_0}. \hspace{1cm} (17)$$

The main advantages of GMWP are its ability to provide good spatial localization of singularities, a direct access to this value for each point and its relatively easy implementation and simpler connection with theory, with more direct measures. According to what has been discussed, our implementation of the GMWP method runs as follows:
1. Calculus of the singularity exponents $h(\vec{x})$: We estimate the gradient by finite differences, then we take its modulus and the resulting function is wavelet-projected for every point at different resolutions $r_0, r_1, \ldots, r_n$. Applying Eq. (15), at each fixed point $\vec{x}$ we estimate the exponent $h(\vec{x})$ by a linear log–log regression (taking $r$ as the variable).

2. Obtention of the empirical histogram $\rho(h)$.

3. Evaluation of singularity spectrum from histogram: We apply directly Eq. (17). In addition, we could also propagate errors to obtain error bars, as indicated in Section 7.

3.4. Gradient histogram method

The gradient histogram (GH) method is a crude but fast version of GMWP method, which has the additional advantage of providing an explanation to a frequently observed feature of derivative histograms, namely the existence of a small mode and heavy tails. The starting point for GH method is the multifractal measure $\mu$, Eq. (14). Taking into account that $\mu(B_r(\vec{x})) = \int_{B_r(\vec{x})} d\vec{x} |\nabla s(\vec{x})|$, for a discretized signal, the gradient at one point $\vec{x}$ can be approximated by the multifractal measure at that point and radius $r_0$ (where $r_0$ is the minimum scale), in the way

$$|B_r(0)| r_0^d |\nabla s(\vec{x})| \approx \mu(B_{r_0}(\vec{x})) = \mu_0^{d + h(\vec{x})},$$

where for the last equality we have made use of Eq. (14) and $\mu_0$ denotes the non-scaling constant in that relation. By statistical translational invariance, $\langle \mu(B_{r_0}) \rangle = \mu_0 r_0^d$ for an appropriate non-scaling factor $\mu_0 = |B_1(0)||\nabla s|$ so we obtain

$$\log \frac{|\nabla s(\vec{x})|}{\langle |\nabla s| \rangle} = \log a(\vec{x}) + h(\vec{x}) \log r_0$$

(19)

(where $a(\vec{x}) = \mu_0(\vec{x})/\mu_0$). Defining now the log-normalized gradient $\tilde{h}$,

$$\tilde{h}(\vec{x}) \equiv \frac{\log (|\nabla s(\vec{x})|/\langle |\nabla s| \rangle)}{\log r_0},$$

(20)

it follows that

$$\tilde{h}(\vec{x}) = h(\vec{x}) + \frac{\log a(\vec{x})}{\log r_0}.$$ (21)

According to Eq. (21), the variable $\tilde{h}$ is a good estimate of the singularity exponent $h$ provided $r_0$ small enough to make the variations of the non-scaling term $\log a(\vec{x})$ negligible. As $r_0$ goes to zero the probability distributions of $\tilde{h}$ and $h$ get closer and closer, so we obtain

$$\rho(\tilde{h}) \approx \rho(h) = Kr_0^{d-D(h)} \approx Kr_0^{d-D(\tilde{h})},$$

(22)

where we have made use of Eq. (16). We can now proceed as in the previous method, applying the histogram formula, Eq. (17), and derive from it the singularity spectrum. The main advantages of GH method concern its great simplicity, both theoretical and numerical (which diminishes artifacts due to numerical effects). In addition, it directly connects multifractality with intermittency: intermittent variables usually have small values (and hence a small mode) but depart significantly from the average with a certain probability (giving rise to heavy tails). GH is a histogram-based method, so the spectrum is directly the Hausdorff spectrum and less distortions are expected (as a contrast with methods based on the estimation of $p$-moments, which are strongly affected by numerical instabilities associated to negative order moments). Our implementation of the GH method has been performed in the following way:

---

2 Monofractals are not translational invariant and so require a different treatment.
1. **Evaluation of the histogram for the log-normalized gradient variable:** We compute finite differences at each point, taking their moduli. We estimate the average of the modulus, $\langle |\nabla s| \rangle$, over the sampled signal. From that, we evaluate the log-normalized gradient at each point in direct application of Eq. (20) and construct the histogram.

2. **Direct application of the histogram formula:** As for the GMWP method.

### 4. Definition of the benchmark

To test the previous methods we have created as a benchmark a set of multifractal signals with known singularity spectra. The signals have been generated with the model introduced by Benzi et al. [8]. Originally it was developed to explain some properties of turbulent flows [8,36–38]. It has been also very efficient in the study of the statistical properties of natural images [39]. One of the advantages of Benzi et al.’s model is that for synthetic signals the three singularity spectra coincide, so the generative model generates simple, well-behaved multifractals. The main disadvantage of the model is that it does not introduce intra-scale correlations, although extensions are possible. In the following section we briefly explain the model.

#### 4.1. Benzi, Biferale, Crisanti, Paladin, Vergassola and Vulpiani’s model for the generation of multifractal signals

Benzi et al.’s model works around a simple idea: to represent images in a wavelet basis [33] for which the multiplicative cascade, Eq. (2), takes place point by point; that is, the equation is not only valid in a statistical sense with an abstract variable $\eta$, but some corresponding spatial locations and scales can be connected by a physical variable $\eta(x)$ which has the appropriate infinitely divisible distribution and is independent from the wavelet projection at scale $L$. Let us write Benzi et al.’s model more explicitly.

We will consider a wavelet $\Psi$ defining a dyadic wavelet basis. As it is dyadic, any change in scale is a power of 2, and the positions are discretized in terms of the scale unit. We define the notation $\Psi_{j,k}(x) = \Psi(2^j x - k)$ with integer $j, k_1$ and $k_2$: $k = (k_1, k_2)$. A synthetic signal $s(x)$ will be expressed as a combination of the elements of this basis, in the way

$$s(x) = \sum_j \sum_k \alpha_{jk} \Psi_{j,k}(x).$$  \hspace{1cm} (23)

The wavelet coefficients $\alpha_{jk}$ are not chosen in an arbitrary way, but in order to guarantee that $s(x)$ has a given multifractal structure. The coefficients $\alpha_{jk}$ realize the multiplicative cascade between consecutive scales, in the way

$$\alpha_{jk} = \eta_{jk} \alpha_{j-1,k}^{4},$$ \hspace{1cm} (24)

where the operator $[\cdot]$ means the vector with components the integer part of its argument. Eq. (24) is the discretized counterpart of Eq. (2), except for an explicit spatial dependence in the $\eta$ variable. By construction, all the variables $\eta_{jk}$ are taken independently of $\alpha_{j-1,k}$ and having the same distribution. In fact the distribution of $\eta$ is defined by its $p$-moments as

$$\langle \eta^p \rangle = \left( \frac{1}{2} \right)^{\tau_p},$$ \hspace{1cm} (25)

where the SS exponents $\tau_p$ are given by the multifractal spectrum to be implemented, Eq. (7), and the basis $\frac{1}{4}$ is a consequence of dealing with a dyadic representation (so $L/r = 2$ constantly). To construct a multifractal of known singularity spectrum using Benzi et al.’s model, you should apply Eq. (7) to retrieve $\tau_p$ and from $\tau_p$ derive the distribution of $\eta$ using Eq. (25). As a possible alternative for obtaining the distribution of $\eta$, you could make use of Eq. (16) to retrieve the distribution of $h$ and take $\eta = 2^{-h}$. Once the distribution of $\eta$’s is known, you would start generating the values $\eta_{jk}$ at random and independently according to that distribution, then use Eq. (24) to recursively construct the wavelet coefficients $\alpha_{jk}$ and from them synthesize the signal as in Eq. (23). It can be proved that such synthetic signals $s(x)$ have the desired multifractal spectrum [8,36,37].
4.2. Test spectra

We have focused our analysis in two basic types of multifractal spectra, namely log-Poisson [12,40,41] and log-Normal [42]. They are the best to illustrate the differences between bounded and unbounded singularity spectra. Log-Poisson has been commonly used to model turbulence while log-Normal is always a good first-order approximation to any spectrum around its mode.

Log-Poisson spectra correspond to translationally invariant infinitely divisible processes, which under infinitesimal changes in scale become binomial. By construction, log-Poisson spectra are bounded below, that is, there exists a minimum value for the singularity exponents, that we will denote by \( h_\infty \). This parameter, together with the dimension of the associated fractal dimension, \( D_\infty \), can be used to parameterize the spectrum. Log-Poisson spectra in dimension \( d \) spaces have the following form:

\[
D(h) = D_\infty + (d - D_\infty)\omega(h)(1 - \log \omega(h)),
\]

where

\[
\omega(h) \equiv \frac{h - h_\infty}{(d - D_\infty)(- \log \beta)}
\]

and the dissipation parameter \( 0 \leq \beta \leq 1 \) is given by

\[
\beta = 1 + h_\infty / (d - D_\infty).
\]

The log-Poisson spectrum defined in the equation above corresponds to the following SS exponents \( \tau_p \):

\[
\tau_p = h_\infty p + (d - D_\infty)(1 - \beta^p).
\]

Log-Normal processes correspond to unbounded spectra of the simplest type. Log-Normal spectra are parabolic,

\[
D(h) = d - \frac{1}{2} \left( \frac{h - h_m}{\sigma_h} \right)^2.
\]

As for log-Poisson multifractals, log-Normal multifractals are also characterized by two parameters: the mean singularity \( h_m \) and the singularity dispersion, \( \sigma_h \). The corresponding \( \tau_p \) exponents are given by the following expression:

\[
\tau_p = h_m p - \frac{1}{2} \sigma_h^2 p^2.
\]

Log-Poisson multifractals have a minimum singularity greater than \(-1\). Let us recall that we are talking about the singularities for the gradient, which are shifted by \(-1\) with respect to those of the signal [5,28]. This means that all log-Poisson signals have a minimum singularity greater than \(0\): these series are bounded on any compact set, they are "physical signals" as they cannot diverge to infinity at any point. In contrast, series with log-Normal statistics are unbounded, what implies that for any interval you can (and you will) find points at which the signal diverges to infinity in the limit of infinite resolution. Of course, over discretized series no point diverges to infinity, but what you get is that some nearby points can differ by orders of magnitude and as you increase the level of resolution in Benzi et al.’s model these differences increase. Unbounded series are more difficult to deal with, and they carry on specific processing problems, as for instance the lack of integrability. In spite of the popularity of some unbounded multifractals as log-Normal multifractals, those models fail to describe some essential properties present in actual physical signals, and should be always taken as an approximation to real situations (see discussion in [7]).

\[3 \text{ Notice that, according to the model [12,43,5] } -1 < h_\infty < 0.\]
4.3. Construction of the benchmarks

We have designed a set of benchmarks to analyze how different variables affect the performance of the validation methods. The selected variables are the length $L$ (the total number of points) of each individual series, the number $N$ of series that will be processed together (forming a coherent statistical ensemble) and finally the type of spectrum, which in turn depends on the choice of the appropriate parameters. For this article, we have combined them to generate several datasets. The first set defines the Illustration Benchmark, constructed for illustration purposes, which consists of 12 ensembles representative of some typical choices of the three selected variables. The second set defines the Size Benchmark in which length and number of series vary exhaustively. The third set allows to define the Spectrum Benchmark, which consists of ensembles formed by just one series of maximum length but with varying type of spectrum and choice of parameters. The details of each benchmark are given below.

Illustration Benchmark: For each type of spectrum we have modified the parameters to generate narrow and wide spectra. Thus, we have denoted by PN and PW the narrow and the wide log-Poisson spectrum while NN and NW denote the narrow and the wide log-Normal spectra. For each case we have generated three ensembles of varying sizes. Table 1 summarizes the characteristics and labels associated to each ensemble in this benchmark.

Size Benchmark: For the construction of the size benchmark, we take again the four spectra considered above (namely PW, PN, NW and NN) but instead of the three choices of size we have previously selected, we let $N$ and $L$ to take any possible value in a given range. For $N$ we consider the values 1, 10, 100, 1000 and 10000; $L$ can take the values 1024, 4096, 16,384 and 65,536. We have thus 20 possible ensembles (5 values of $N \times 4$ values of $L$) for each spectrum, so that this benchmark totalizes 80 ensembles of varying sizes. Notice that the C-codes given in [9] are prepared to analyze extensive benchmarks of this type.

Spectrum Benchmark: This benchmark is formed by ensembles of constant size: $N = 1$ and $L = 65,536$. Here, we change the parameters defining the singularity spectra. For log-Normal spectra we have chosen all the possible combinations of $h_m$ and $\sigma_h$, where $h_m = -1, -0.5, 0, 0.5, 1$ and $\sigma_h = 0.33, 0.5, 1, 2$ (20 possibilities). In the case of log-Poisson spectra, as there are constraints on the parameters ($1 \geq d - D_\infty > -h_\infty > 0$), one cannot vary them freely over all the range of possible values. We will use all the couples $(h_\infty, D_\infty)$ compatible with the constraints above, where $h_\infty$ can take the values $-0.2, -0.4, -0.6, -0.8$ and $D_\infty$ takes the values 0, 0.2, 0.4, 0.6. This leads to 10 possible spectra.

4.4. Influence of the variables

In the design of the benchmarks, we have paid special attention to produce ensembles of varying length, number of series and type of spectra, as we know that they are going to influence the performance of the validation methods. The length $L$ of the series is important if the method requires of a sequence long enough to uncover some range of exponents which could be absent due to the discretization. The number $N$ of series has a different effect than $L$: as $N$ increases, we gain access to negative dimension manifolds, and at the same the uncertainty in the positive dimension manifolds is decreased. The total size (that is, $L \times N$) would be the relevant variable if the method is very demanding in statistics, which is usually the case for methods based on the Legendre spectrum. The third relevant variable is the multifractal spectrum of the generated series. Some spectra covering a wide range of singularities are worst analyzed by methods which rely on too strong regularity conditions or require comparing quantities with are numerically difficult to control (for instance, when moments diverge very quickly).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Illustration benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 1, L = 16,384$</td>
<td>$N = 10, L = 4096$</td>
</tr>
<tr>
<td>$h_\infty = -0.5, D_\infty = 0$</td>
<td>PW1</td>
</tr>
<tr>
<td>$h_\infty = -0.25, D_\infty = 0.25$</td>
<td>PN1</td>
</tr>
<tr>
<td>$h_m = 0.5, \sigma_h = 1$</td>
<td>NW1</td>
</tr>
<tr>
<td>$h_m = 0.25, \sigma_h = 0.33$</td>
<td>NN1</td>
</tr>
</tbody>
</table>

The boxes contain the labels associated to each ensemble.
In Fig. 1, you can see the graphical representation of the long series for the four multifractal spectra in Illustration and Size Benchmarks. Series on the left side of Fig. 1 have wider spectra than those on the right. For the two series on top of the figure (log-Poisson type) the differences are not so dramatic, because log-Poisson multifractals have a singularity range bounded from below (which excludes explosions, bursts to infinity). On the contrary, the two series on bottom of the figure (log-Normal type) are unbounded and hence any value of singularity is allowed. This is dramatic for the series on the bottom left, that with wider spectrum, in which the orders of magnitude vary enormously in the same series. The log-Normal series on the bottom, right, has a narrow singularity spectrum and hence looks more physically reasonable. However, notice that a log-Normal series would eventually have bursts of any order if it is long enough.

5. Results: description of the general features of each method

5.1. M method on the Illustration Benchmark

In Fig. 2 we present the results of applying M method over the benchmark. To make the comparison easy, the theoretical spectra are plotted together with the corresponding estimates. In this implementation the range of scales considered for the regression runs from \( r = 4 \) points to \( r = 100 \) points. We have considered 65 moments non-uniformly sampled in the range \( p \in [-4,8] \). The list is: \( p_{\text{list}} = \{-4, -3.6, -3.2, -3, -2.8, -2.6, -2.4, -2.2, -2, -1.8, -1.6, -1.4, -1.2, -1.1, -1, -0.9, -0.8, -0.7, -0.6, -0.5, -0.4, -0.3, -0.2, -0.1, 0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1, 1.05, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2, 2.3, 2.6, 3, 3.5, 4, 5, 6, 7, 8\}.

This technique is very demanding in data, requiring larger datasets to obtain the parts of the spectrum corresponding to small dimensional components. This problem comes from the fact that we need to compute high
order positive moments in order to sample the most singular values (left tail of the spectrum), while we need to sample high order negative moments to obtain the most regular values (right tail of the spectrum). Take into account that the distribution of $C_1 r$ has a large kurtosis even for the most uniform of our ensembles (see Fig. 3) and that, in addition, it has a very small mode. These two properties (high kurtosis, smallness of the mode) are characteristic to all multiplicative processes and make the evaluation of the histogram by means of the M method more complicated, as we next detail.

As the distribution of $C_1 r$ has high kurtosis, it has heavy tails which are difficult to estimate since the probability of observing events beyond a certain threshold is very small and many samplings must be made before getting a value on that region. Thus, this region is undersampled. Let us now suppose that the multifractal distribution is such that the variable $C_1 r$ has a finite maximum, denoted by $M_1$. For large values of $p$, the value of $\langle e_p^2 \rangle$ is dominated by the maximum, $\langle e_p^2 \rangle \sim \| e_r \|_\infty^2$. On the contrary, the value of the empirical estimate of the moment $p$, $\langle e_p^{\exp} \rangle$, is dominated by the empirical maximum $M_{\tau}$, so $\langle e_p^{\exp} \rangle \sim M_{\tau}^p$ for large $p$. Hence, the quality in the estimation of the most singular exponent $h_\infty$, as $\| e_r \|_\infty \sim r^{h_\infty}$, depends on whether $M_{\tau}$ provides a good estimate of

![Fig. 2. Singularity spectra with M method. First row: ensembles PW1, PW2 and PW3; second row: PN1, PN2 and PN3; third row: NW1, NW2 and NW3; fourth row: NN1, NN2 and NN3. Solid lines: theoretical spectra.](image-url)
In general, M method will tend to truncate the left tail due to the difficulty of giving an accurate, steady estimate of $||e_r||_\infty$ in a broad range of scales. The situation is even more dramatic if the maximum is not finite, as the behavior of the estimates tend to deviate more and more as the order of the moment grows.

To understand the second problem affecting M method let us consider Fig. 3. The shape of the probability distribution of $e_r$ is a direct consequence of the multiplicative process associated to the multifractal model under consideration. All the distributions we are considering are unimodal, so there is only one mode (i.e., most probable value). As the mode is very close to zero and the variable $e_r$ is positive, the left side of the probability distribution changes very fast from zero to the highest probability (all the multifractals we have generated verify that the probability of $e_r = 0$ is strictly zero). The difficulties to resolve this narrow region between $e_r = 0$ and the mode affect the quality in the estimation of negative moments, which in turn affects to the quality of the estimates of positive singularity exponents and the right tail of the singularity spectrum (notice that the left tail of the histogram describes the right tail of the spectrum, i.e., the right part of $D(h)$ corresponds to moments $p < 0$). In fact, the issue “mode smallness” affects all the methods. For instance, notice that in many cases the right tail of the spectrum scales linearly, which suggests a linearization (due to lack of sampling) of the narrow range between 0 and the mode in the histogram of the corresponding measure.

Fig. 2 shows that M method provides a good estimation on bounded singularity spectra when they are narrow enough (ensemble PN), being much worst when the spectrum is broader. The problems are, in general, accentuated on the right tail due to the already discussed “mode smallness” issue. Another drawback characteristic to this method is the tendency to shift the curve, in the case of unbounded spectra. This problem seems an effect of the integrability issue discussed in Section 5.3. The question is that, in order to evaluate $\langle e_r^p \rangle$, we need to integrate over the whole space, that is, we assume that there is some weak type of translational invariance. Translational invariance implies $\tau_1 = 0$ for total support multifractals (i.e., the support of the multifractal is the whole real interval) [5], but in general log-Normal spectra have a value of $\tau_1 = h_m - \frac{1}{2} \sigma_h^2$ which is different from zero if $h_m \neq h_0$, where $h_0 = \frac{\sigma_h^2}{2}$. The way in which moments are evaluated seems to shift all the singularities by $h_0^m - h_0$ in order to re-establish translational invariance; in fact, curves appear to be centered around $h_0^m$. In general, as one does not have prior knowledge about the actual value of $h_m$, there is no simple way to correct this problem for M method.

5.2. WTMM method on Illustration Benchmark

In Fig. 4 we present our results when applying the LastWave scripts to the data. The list of moments is identical to that used for the moments method, the analysis wavelet was that set as default (namely, second derivative of a Gaussian). There is a sensitive dependence of the performance of WTMM method in the choice of the minimum and maximum scales. For the Illustration Benchmark, we have carefully chosen the minimum and maximum scale, taking into account the size of the ensemble, its sampling rate and the analyzing wavelet, in order to get the best possible results. This procedure returned close but anyway different values for those scales depending on the
ensemble; in the scripts given in this paper web-page you can find the specific choices for each one of the ensembles in the benchmark. Notice that this method requires from expertised use and a considerable amount of supervision.

The curves show that, as for the moment method, WTMM method works better over narrow spectra. WTMM method generally provides a good description of the central part of the singularity spectrum, but in a very limited extent. WTMM method also linearizes the right tail, which can be connected with the "mode smallness" problem. Regarding the quality of the estimation of the right tail, this can be improved by increasing the number of vanishing moments of the wavelet, but then, it would induce some other severe constraints over the method (see Section 7.2 for a discussion about the choice of the wavelet). In addition, this method has a tendency to truncate the right part, an effect probably due to undersampling that we will next explain.

One of the theoretical, severe limitations of WTMM is the necessity of having isolated singularities, because maxima lines are determined as local maxima of the wavelet transform. If the analyzed signal is uniformly bounded and the wavelet integrable, at any finite scale the wavelet projections $T_\psi(x, r)$ are continuous with $x$, so the maxima at any scale are isolated (unless the projection becomes constant). A similar

Fig. 4. Singularity spectra with WTMM method. First row: ensembles PW1, PW2 and PW3; second row: PN1, PN2 and PN3; third row: NW1, NW2 and NW3; fourth row: NN1, NN2 and NN3. Solid lines: theoretical spectra.
argument – although a rather mathematically sophisticated one – can be used when the signal is not uniformly bounded. The question is that, over any bounded range of the signal (i.e., an interval) and a fixed scale \( r \) we have access to a finite number of maxima lines. But we work with discretized signals, so we have a minimum, finite scale \( r_0 \), given by the resolution, at which we must stop the analysis. As a consequence, for any sampled signal we will have a non-dense pack of maxima lines which end up at some particular points, but not at every one. We will be able to determine the singularity exponent for those points which are on the tip of a maxima line. The relative density of those ending points over the whole domain is determined by the type of wavelet we are using; see discussion in Section 7.2. Jaffard proposed [44] a refinement to WTMM which consists in restricting the computation of the partition function in the interval of width \( r \) to the largest maxima. As a consequence, in the case the signal has singularities everywhere, only one WT modulus maximum for each interval of length \( r \) should be taken into account in the sum (12). Some other attempts have been made to extend WTMM in order to obtain the singularity exponents of all the points in the sampling, but the theoretical and practical difficulties are still very high; see the extensive discussion in [23].

The undersampling resulting from the extraction of maxima lines has two consequences. First, the method becomes very demanding, as it dismisses a great part of the statistics (around 90% when using the second derivative of the Gaussian) which means that the less represented components are obviously the most affected ones. Second, less singular points tend to be underrepresented. As the maxima lines behave as \( r^h(\mathbf{x}) \) (singularity exponent associated to the ending point) as \( r \to 0 \), a local maximum of \( r^h(\mathbf{x}) \) with respect to \( \mathbf{x} \) corresponds to a local minimum of \( h(\mathbf{x}) \). A point with a large singularity \( h_0 \) will be a local minimum of \( h(\mathbf{x}) \) only if the corresponding neighborhood only contains even larger singularities. As the value of \( h_0 \) grows, this possibility is more and more unlikely, leading to the observed underrepresentation of larger singularities.

To end with the discussion on WTMM method, it is noticed that for short series as those of ensembles with labels ending in 3, disregarding the fact that those ensembles are the ones containing the largest statistics, the estimates become unstable for the widest spectra (see PW 3 and NW 3 in Fig. 4). We think that this problem is connected with the necessity in WTMM of having series large enough to evenly sample all the singularities.

5.3. GMWP method on Illustration Benchmark

In Fig. 5 we present the results obtained after our implementation of GMWP method. We have used a simple Gaussian function, which does not verify the “admissibility condition” required for representation wavelets [33], but which can anyway be used as an analysis wavelet. To obtain the singularity exponents at each point we have covered a large enough range of scales which ensures both a good spatial localization and accuracy in their numerical values; for this paper we will take a range going from \( r = 1 \) point to \( r = 64 \) points. Our choice is a good compromise, but the reader is encouraged to take our code, modify these values and perform her/his own experiments. The scales are exponentially sampled, starting in \( r_0 = 1 \) point, the \( i \)th scale being \( r_i = r_0 Q^i \) for a scaling factor \( Q > 1 \) and such that \( r_n = 64 \) points. We have chosen \( n = 6 \) (hence \( Q = 2 \)) in our experiences, but other values of \( n \) (equivalently, of \( Q \)) lead to similar results.

The limitations on GMWP method come from the fact that we must require the function (more properly, distribution) \( |\psi_\nu| \) to be integrable, in order to have a well-behaved multifractal measure \( \mu \), defined as in Eq. (13). Notice that this problem is not exclusive of this method but also affects the others. When working with physical signals we should not worry too much about that, because any physical signal is bounded over compact sets [45,46] and hence the divergences in the derivative must be integrable. Some signals in the benchmark (notably, log-Normal ones) have unbounded singularity domains, which implies that there exist points with singularities below \( h = -1 \) and hence the gradient is not integrable. But those signals also affect the stability of methods such as WTMM, because even the signals themselves are not locally integrable.4 There is a way to solve the integrability issue in the case of GMWP. Experimental exponents obtained from GMWP’s of discretized signals with unbounded singularity range always appear shifted by a constant value \( \eta \), such that the signal becomes integrable. A simple way to obtain the value of \( \eta \) is to study the average GMWP at different resolu-

---

4 It should be noticed that despite of the fact that the log-Normal model is often used in the scientific literature the problem posed by the lack of integrability has not been discussed in depth.
tions: the average GMWP should be the same at any scale, but due to the shift it evolves as power-law with exponent \( \eta \). Once \( \eta \) is obtained, the raw singularities are shifted by \( \frac{1}{C_0} g \). As you can see in Fig. 5, the results have a very good quality (it seems however the shift was not well corrected in the case of ensemble NN2). In fact, GMWP appears as the best method to obtain an estimate of the singularity spectrum (see Section 7).

5.4. GH method on Illustration Benchmark

In Fig. 6 we show the results for GH method. Not very much about the settings needs to be explained, as the main virtue of this method is its simplicity. Let us only note that the derivatives are estimated by finite differences. The main limitation of GH method comes from its tendency to linearize the right side of the spectrum. This behavior is a consequence of the “mode smallness” issue. The main virtue of the gradient method is its outstanding quality in the determination of the left tail of the curve. It provides a sampling on the left tail which is experimentally less dense than that of GMWP, but with greater accuracy.
6. Results: dependence on statistics

6.1. Definition of the error measure

To perform a quantitative analysis of the quality of the outcomes we have defined as a measure of the error the difference between the estimated $D^c(h)$ and the actual singularity spectrum $D(h)$, i.e., the normalized average deviation $E_e$, given by

$$E_e = \frac{\langle |D(h) - D^c(h)| \rangle (h_{\text{min}}, h_{\text{max}})}{h_{\text{max}} - h_{\text{min}}},$$

(32)

where the average $\langle \cdot \rangle (h_{\text{min}}, h_{\text{max}})$ is taken over the total range of singularities $(h_{\text{min}}, h_{\text{max}})$ that we want to describe. We need to fix the total range of singularities to allow comparisons among the results obtained with different statistics, because the range of singularities that a method can actually solve depends on the statistics. When a

Fig. 6. Singularity spectra with GH method. First row: ensembles PW1, PW2 and PW3; second row: PN1, PN2 and PN3; third row: NW1, NW2 and NW3; fourth row: NN1, NN2 and NN3. Solid lines: theoretical spectra.
method does not return a valid value of estimated spectrum for a value of \( h \) in the studied range, we assume that the estimated spectrum is 0 (which is our minimum reference value to consider a singularity manifold):

\[
D(h^*) = 0 \quad \forall h^* \in (h_{\text{min}}, h_{\text{max}}) \text{ with no valid } D(h^*). \tag{33}
\]

We fix the range of singularities by the two zero-crossings of the theoretical spectrum, \( D(h_{\text{min}}) = D(h_{\text{max}}) = 0 \). As the singularity spectra are concave, by construction \( D(h) > 0 \quad \forall h \in (h_{\text{min}}, h_{\text{max}}) \). So, the range of singularities that we will consider concerns all the singularity components which have positive dimension, so with probability 1 they can be found in any series (negative dimensions, as commented before, represent events happening with a certain probability and typically less than once per series, see [35]).

In addition, in the definition of normalized average deviation \( E \), Eq. (32), we have normalized the average deviation by the size of the considered range of singularities. This should help to compare estimation errors among ensembles having spectra of different width: wider spectra imply a higher computational cost for the validation methods and greater average error, but at the same time they describe a wider range of singularities. By normalizing by the size of this range we obtain an estimation which is independent of the range width.

We will next compare the performance of the methods by tabulating the errors associated to each method, using normalized average deviations as estimates of those errors. To ease a fast visualization of the results, we have applied the following color convention for the boxes of the tables:

<table>
<thead>
<tr>
<th>( E \leq 0.10 )</th>
<th>0.10 &lt; ( E \leq 0.20 )</th>
<th>0.20 &lt; ( E \leq 0.30 )</th>
<th>( E &gt; 0.30 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>White box</td>
<td>Yellow box</td>
<td>Green box</td>
<td>Red box</td>
</tr>
</tbody>
</table>

### 6.2. Analysis of Size Benchmark

The Size Benchmark contains 80 ensembles and for each one we have applied the four validation methods. \( \text{Tables 2–5} \) summarize the results for the ensembles in the Size Benchmark.

#### Table 2

<table>
<thead>
<tr>
<th>( PW )</th>
<th>( PN )</th>
<th>( NW )</th>
<th>( NN )</th>
</tr>
</thead>
<tbody>
<tr>
<td>L=1024</td>
<td>L=4096</td>
<td>L=16384</td>
<td>L=65536</td>
</tr>
<tr>
<td>N=100</td>
<td>0.13</td>
<td>0.21</td>
<td>0.20</td>
</tr>
<tr>
<td>N=1000</td>
<td>0.24</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>N=10000</td>
<td>0.23</td>
<td>0.23</td>
<td>0.22</td>
</tr>
<tr>
<td>N=10000</td>
<td>0.17</td>
<td>0.21</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Underlined values correspond to the spectra in the Illustration Benchmark.
Size Benchmark has been constructed in order to assess the quality of the methods depending on the parameters defining the size of the statistics (namely, $N$ and $L$), and the convergence speed of the different estimates to the correct spectra, according to these parameters. We analyze the results method by method:

### Table 3
Estimation errors for WTMM method applied to Size Benchmark

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N=1$</th>
<th>$N=10$</th>
<th>$N=100$</th>
<th>$N=1000$</th>
<th>$N=10000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>0.18</td>
<td>0.25</td>
<td>0.29</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>4096</td>
<td>0.16</td>
<td>0.06</td>
<td>0.26</td>
<td>0.48</td>
<td>0.15</td>
</tr>
<tr>
<td>16384</td>
<td>0.19</td>
<td>0.17</td>
<td>0.16</td>
<td>0.31</td>
<td>0.24</td>
</tr>
<tr>
<td>65536</td>
<td>0.06</td>
<td>0.08</td>
<td>0.15</td>
<td>0.53</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Underlined values correspond to the spectra in the Illustration Benchmark.

### Table 4
Estimation errors for GMWP method applied to Size Benchmark

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N=1$</th>
<th>$N=10$</th>
<th>$N=100$</th>
<th>$N=1000$</th>
<th>$N=10000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>0.08</td>
<td>0.08</td>
<td>0.19</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>4096</td>
<td>0.12</td>
<td>0.10</td>
<td>0.06</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>16384</td>
<td>0.18</td>
<td>0.10</td>
<td>0.13</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>65536</td>
<td>0.18</td>
<td>0.22</td>
<td>0.17</td>
<td>0.35</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Underlined values correspond to the spectra in the Illustration Benchmark.
In the table, the following observations can be made:

- **M method:** There is a weak tendency to error reduction when $L$ or $N$ is increased. However, the linearization of the right tails (for all types of spectra) and the displacement in the position of the curve (for log-Normal spectra) forces the error to saturate at rather large values. Hence, this method only gets a slightly beneficial effect of increasing the series length $L$ or the amount $N$ of series processed.

- **WTMM method:** It achieves a noticeable improvement with respect to M method for wide spectra, specially because this method seems to eliminate the displacement present in the M method. However, WTMM method is still affected by the linearization of the right tail, and this effect is much more important than in the M method for narrow spectra, so the results obtained by WTMM on PN and NN spectra saturate at larger values than those of M method. As a consequence, WTMM does not exhibit a decrease in the error when statistics is increased, but a convergence towards a given value result of the systematic deviation between the estimated right tail and the theoretical one.

- **GMWP method:** This method provides the best overall performance, and it is also the only method which exhibits a certain convergence to smaller errors when $L$ or $N$ are increased. This type of convergence is almost perfectly verified for increasing $N$. However, for increasing $L$ this convergence is not always evident, specially for small values of $N$. This is not so surprising, because the series are generated independently at different $L$, and for small $N$ the particular series obtained at a smaller length could be better estimated than those at the greater one, specially taking into account that the distributions of the wavelet coefficients in Benzi et al.’s model are very kurtotic. However, as $N$ increases the particularities of the series should be less important and so the errors should converge to the same number. A case which deserves some comment is NN for $L = 4096$, $N = 10$, which coincides with the case NN2 in Illustration Benchmark. In this case, the estimate has an anomalously large error. This is a consequence of the bad correction of the shift induced by the non-integrability for that particular case, as shown in Fig. 5.

- **GH method:** This method has the second best overall performance, in spite of being affected by the linearization of the right tail. It also exhibits convergence with increasing $L$ and $N$ up to attaining a minimum error level, related with the linear right tail, that cannot be further diminished. This error level seems to be much reduced than those of M and WTMM methods.

### Table 5

**Estimation errors for GH method applied to Size Benchmark**

<table>
<thead>
<tr>
<th></th>
<th>PW</th>
<th></th>
<th>PW</th>
<th></th>
<th>PN</th>
<th></th>
<th>PN</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L=1024$</td>
<td>$L=4096$</td>
<td>$L=16384$</td>
<td>$L=65536$</td>
<td>$L=1024$</td>
<td>$L=4096$</td>
<td>$L=16384$</td>
<td>$L=65536$</td>
</tr>
<tr>
<td>$N=1$</td>
<td>0.27</td>
<td>0.18</td>
<td>0.11</td>
<td>0.12</td>
<td>0.27</td>
<td>0.15</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>$N=10$</td>
<td>0.13</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
<td>0.12</td>
<td>0.14</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>$N=100$</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$N=1000$</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$N=10000$</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Underlined values correspond to the spectra in the Illustration Benchmark.
6.3. **Compared performances on Spectrum Benchmark**

For Spectrum Benchmark we have generated 35 different singularity spectra. Tables 6–9 summarize the performance of the four validation methods on the Spectrum Benchmark.

Spectrum Benchmark was designed to show the sensibility of the methods under different types of spectra. The two characteristics of those spectra which seem to affect the different methods are the spectrum width and the average degree of singularity or regularity of the spectrum (that we measure as the singularity exponent associated to the manifold of maximum dimension). According to the method, we can make the following comments:

- **M method**: On the log-Normal statistics, the M method is strongly affected by the incorrect placing of the spectrum: the results appears always centered around \( h = 0 \). For that reason, the column referring to \( h_m = 0 \) is the one with the smallest value (except for \( \sigma_h = 1 \), because of the linearization of the right tail makes the configuration \( h_m = 0.5 \) more advantageous). For the log-Poisson statistics the errors are moderate, and in all instances induced by the linearization of the right tail.

- **WTMM method**: Errors on the log-Normal statistics are smaller than those of M method. The error is always a consequence of the linearization of the right tail. Wider spectra are better described than the narrow ones. For log-Poisson, errors are moderate except for the narrowest spectra, for which the linearization effect induce severe errors.

- **GMWP method**: Errors are moderate to small, except for the the narrowest log-Normal with the most singular mode (severe error) and the narrowest log-Poisson (medium error). Anyway, this method is once more the one attaining the best performance.

- **GH method**: Errors are important on the narrowest log-Normal series, and in the narrowest log-Poisson, due to the linearization effect. In the other cases the errors are moderate in average.

### Table 6
**Estimation error for M method over the Spectrum Benchmark**

<table>
<thead>
<tr>
<th>( \sigma_h )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( D_\infty = 0 )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>-1</td>
<td>-0.5</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>1.61</td>
<td>0.15</td>
<td>0.20</td>
<td>0.19</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-0.35</td>
<td>0.52</td>
<td>0.19</td>
<td>0.31</td>
<td>0.55</td>
<td>-</td>
<td>0.20</td>
<td>0.19</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.25</td>
<td>0.20</td>
<td>0.17</td>
<td>0.29</td>
<td>0.20</td>
<td>-</td>
<td>0.27</td>
<td>0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 7
**Estimation error for the WTMM method over the Spectrum Benchmark**

<table>
<thead>
<tr>
<th>( \sigma_h )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( h_m )</th>
<th>( D_\infty = 0 )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
<th>( h_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>0.22</td>
<td>0.17</td>
<td>0.57</td>
<td>0.28</td>
<td>1.73</td>
<td>0.15</td>
<td>0.17</td>
<td>0.29</td>
<td>1.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.07</td>
<td>0.15</td>
<td>0.26</td>
<td>0.24</td>
<td>0.27</td>
<td>-</td>
<td>0.22</td>
<td>0.17</td>
<td>1.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.15</td>
<td>0.20</td>
<td>0.22</td>
<td>0.18</td>
<td>0.12</td>
<td>-</td>
<td>-</td>
<td>0.16</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>0.12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7. Discussion

7.1. Analysis of the compared performances

Let us now summarize the application domain, advantages and limitations of each method.

M method is a conceptually simple method, easy to implement but in general, rather demanding in data. In addition, the observed linearization of the right tail of the spectrum makes impossible to reduce the error below a bound, which is the error associated to approximate the right part of the curve by a straight line. Hence, any increase in the statistics can only decrease error up to the bound, then it does not longer evolve. In addition, for unbounded spectra there is another source of systematic error: spectra appear shifted. The method tends to shift the spectra and to produce a rotational invariant equivalent: in fact, we have observed that for the datasets in Spectrum Benchmark all the evaluated spectra for a given value of $\sigma_h$ roughly coincide, disregarding the value of $h_m$. This issue has no simple solution. The overall performance of this method is medium, with errors ranging from small to moderately large.

WTMM method is, by far, the one with the most involved technique, but some reasons justify its use under some circumstances. We next summarize four main reasons in favor of WTMM formalism. First reason, because of its representation capability: Maxima lines reduce the signal to an “essential” multiresolution representation. The different features show up either as scale invariant objects (unlimited maxima lines) or as fixed scale objects (maxima lines which start at the “detection” scale of the object). The argument does not favor WTMM method with respect to others, but the use of maxima lines can be justified as a “physically significant” representation. The second reason concerns its filtering capability: Non-intermittent signals have frequently large-scale contributions over imposed to the multifractal signature, which need to be filtered by (appropriate) wavelet projections. Anyway, notice that GMWP and GH methods are also capable to filter large-scale contributions. Third reason, because of the WTMM capability to correctly assess oscillating singularities: some particular spatial arrangement of singularities require to tightly follow the maxima lines in

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Estimation error for GMWP method over the Spectrum Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-Normal</td>
<td>Log-Poisson</td>
</tr>
<tr>
<td>$h_m$ $h_m$ $h_m$ $h_m$ $h_m$</td>
<td>$h_m$ $h_m$</td>
</tr>
<tr>
<td>-1 -0.5 0 0.5 1</td>
<td>-0.8 -0.6 -0.4 -0.2</td>
</tr>
<tr>
<td>$\sigma_h = 0.33$</td>
<td>0.33 0.20 0.09 0.05 0.14</td>
</tr>
<tr>
<td>$\sigma_h = 0.5$</td>
<td>0.14 0.11 0.10 0.02 0.15</td>
</tr>
<tr>
<td>$\sigma_h = 1$</td>
<td>0.08 0.06 0.06 0.04 0.18</td>
</tr>
<tr>
<td>$\sigma_h = 2$</td>
<td>0.05 0.04 0.03 0.04 0.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Estimation error for GH method over the Spectrum Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-Normal</td>
<td>Log-Poisson</td>
</tr>
<tr>
<td>$h_m$ $h_m$ $h_m$ $h_m$ $h_m$</td>
<td>$h_m$ $h_m$</td>
</tr>
<tr>
<td>-1 -0.5 0 0.5 1</td>
<td>-0.8 -0.6 -0.4 -0.2</td>
</tr>
<tr>
<td>$\sigma_h = 0.33$</td>
<td>0.44 0.36 0.31 0.21 0.15</td>
</tr>
<tr>
<td>$\sigma_h = 0.5$</td>
<td>0.26 0.22 0.19 0.13 0.12</td>
</tr>
<tr>
<td>$\sigma_h = 1$</td>
<td>0.09 0.09 0.10 0.11 0.13</td>
</tr>
<tr>
<td>$\sigma_h = 2$</td>
<td>0.06 0.07 0.08 0.08 0.09</td>
</tr>
</tbody>
</table>
order to obtain a correct estimate of the singularity exponents [47]. Finally, because of some mathematical studies, which have proved that the WTMM method is appropriate to obtain the singularity spectra on a special type of functions [48], while for such functions M method only gives partial access to the correct spectra.

It is thus evident that the WTMM method has strong mathematical foundations and a marked capability to filter spurious tendencies with oscillating singularities. Besides, this method implies a considerable improvement with respect to the M method, which was the historical reason for its creation. However, this method has many problems in practice and only attains a medium to poor performance. First, it is difficult to correctly tune the WTMM parameters and an important degree of expertise on the method is required. Second, the WTMM method is very demanding in data: maxima lines can represent less than 10% of the total number of points. Third, estimates are unstable partly due to problems in the sampling of the maxima lines and partly due to the necessity of attaining a high numerical accuracy and data size to evaluate high order positive and negative moments. Fourth, this method also linearizes right tails, so errors saturate in a level associated to the systematic deviation between the straight line and the actual spectrum. Concerning the sensitivity to the variables defining the ensembles, errors show no clear tendency when size of length of the series are modified. This strange behavior calls into question the assumed additivity of the partition functions: in some of the ensembles analyzed here, when we let the number of series to grow, a few new contributions which introduce maxima lines associated to high order singularities completely distort the behavior of the partition function at negative moments and the right tail of the spectra appears corrupted. There is no simple way to correct, and the problems when dealing with negative moments has been recognized as one of the main problems of moment-based methodologies. Concerning performance, the method provides a medium performance on wide spectra, while it has a poor performance on narrow spectra, mainly due to the fact that the right tail is quite often corrupted. This method should be thoroughly tested in order to understand these limitations and solve them.

GMWP method gives a precise, stable estimation of singularity spectra, with the additional capability of estimating error bars (see Section 7.3). This method has an important bonus with respect to the other: it gives access to point information \( h(\tilde{x}) \). This method is the most stable one and possesses the best global performance on the benchmark. Increases in size and length tend to diminish error, and the quality of the estimates is slightly better for wide spectra than for narrow spectra. It can be affected by non-integrable spectra (for instance, the case of NN spectrum for \( N = 10, L = 4096 \), which corresponds to NN2 in Illustration Benchmark).

GH method, in spite of being extremely simple and reproducible gives an excellent estimation of the left tail of the singularity spectra; however, it systematically linearizes the right tail. It allows to connect experimental properties (as intermittency) with the multifractal theory. Any increase in statistics tend to reduce the error committed by this method, up to the bound associated to the linearization of the right tail; this lower bound, however, is significantly smaller than those of M and WTMM methods, and for that GH method performs better than them. For GH method, errors are greater over narrow spectra than over wide spectra, because the linearization of the right tail induces a faster accumulation of error.

7.2. Projecting the signal or projecting the modulus of its gradient: a key issue

One of the main reasons of the improvement in performance of GWMP with respect to WTMM comes from the fact that the wavelets we have used to project the modulus of the gradient are of lower order (i.e., have smaller number of zero-crossings) than those which are required to perform WTMM. As we have seen, WTMM requires isolating maxima lines, which implies being able to resolve (distinguish) the wavelet projections from two close points. For ideal, continuous series we would never have this problem, but we need to work with real, discretized data and the actual value of wavelet projections can only be approximated, and they can be accurately estimated only for a precise range of scales. The minimum distance at which two maxima lines can appear is directly proportional to the minimum spread of the wavelet, the later being defined as the minimum size at which empirical wavelet projections are reasonably well estimated. The minimum spread is, at least, of the order of the discretization size of the series, the series box, but some wavelets have larger minimum spreads, see Fig. 7. The point is that we cannot allow a significant amount of the area of a positive peak and of a negative valley to be contained inside the same series box, because their contributions would almost cancel, anomalously reducing the contribution of that series box. Hence, any analysis must stop at
scales greater than the minimum spread. In the case of the results shown in this paper using WTMM method, as the minimum spread of the second derivative of the Gaussian is four or five pixels, it is rather natural to observe maxima lines separated at least 10 boxes (see Fig. 8).

Let us now examine the maxima lines from WTMM method for an application example in Fig. 8. Observe the spatial regularity in the line arrangement. The WTMM is probably isolating a maxima line each time it can resolve it from the precedent one. In addition, for the analyzed statistics, maxima lines are almost \(x\)-independent, which confirms that, for this example, it is not necessary to follow maxima lines in order to compensate oscillations. Changing the signal by the gradient removes the difficulty of dealing with high-order wavelets (i.e., wavelets with many zero-crossings) at the cost of introducing the difficulty of finding a good estimate of the derivative. We used a simple definition for the derivative, the finite difference (i.e., \( s'(x) = s(x+1) - s(x) \)). This definition is related to the linear increment formalism originally derived for the assessment of multifractal behavior in turbulent flows [11]; the modulus of the gradient \(|s'(x)|\) is approximated by the linear increment at the distance of one resolution box, \( |s(x+1) - s(x)| \). At the resolution scale the relative importance of long-range correlations must be negligible if the signal can be assessed as multifractal. The use of the non-linear function “absolute value” is crucial; without it, the increments would sum up and the final results would be dominated by differences of the signal at the finite scale \( r \), which are indeed affected by long-range correlations.

7.3. Error control in histogram-based methods

GMWP and GH methods offer the advantage of enabling a certain control on the sampling error incurred by fluctuations in the statistics. By a simple reasoning on the construction of the empirical histograms, we can associate an error bar to each point in the singularity spectrum. The argument goes as follows.

Fig. 7. A wavelet with two zero crossings will have, at least, a minimum spread of three or four series boxes.

Fig. 8. Maxima lines for ensemble PW1 (log-Poisson \( h_\infty = -0.5, d - D_\infty = 1 \), in a single 16,384-point series), in three different zoom ranges.
Given a random variable $h$, a histogram box can be interpreted as a continuous range of values $I_x = [h_i, h_{i+1})$ with associated probability $p_x$. Disregarding the other boxes in the histogram (that is, taking them as independent, which is reasonable if the number of boxes is large) the probability for a single point of being inside the box $I_x$ is $p_x$. If we have a sample of $N$ independent realizations of $h$, $\{h_i\}_{i=1,\ldots,N}$, we can construct a simple estimator of $p_x$ as $\hat{p}_x = N_x / N$, where $N_x$ is the number of values of $h$ falling inside $I_x$. The random variable $N_x$, by construction, has a binomial distribution of parameter $p_x$. Hence, if we denote by $\langle \rangle$ the expectation values then we have that $\langle N_x \rangle = N p_x$ and $\sigma_{N_x}^2 = \langle N_x^2 \rangle - \langle N_x \rangle^2 = N p_x (1 - p_x) \approx N p_x$, the last approximation being valid when $p_x \ll 1$. If $N p_x > 30$ we can approximate the binomial by a Gaussian. We will assume that $N$ is large, that $p_x$ is very small and that $N_x$ is very close to its mean value, so we concentrate in cases such that $N_x > 30$. Under those conditions, $\hat{p}_x$ has a normal distribution of mean $p_x$ and variance $p_x / N$.

Now, it is very easy to assign a significant error bar to the measurements by confidence intervals. We will seek a $\sim 99\%$ confidence, what implies taking 3 standard deviations around the mean in a Gaussian, so we state that

$$\hat{p}_x \in \left( p_x - 3 \sqrt{\frac{p_x}{N} p_x} + 3 \sqrt{\frac{p_x}{N}} \right)$$

with confidence of 99%,

which we simplify to

$$\hat{p}_x \in p_x \left( 1 - 3 \sqrt{\frac{1}{N p_x}}, 1 + 3 \sqrt{\frac{1}{N p_x}} \right)$$

and now we make the approximation $N p_x \approx N_x$ to finally obtain

$$\hat{p}_x \in (\hat{p}_x^0 - \delta \hat{p}_x, \hat{p}_x^0 + \delta \hat{p}_x) = p_x \left( 1 - 3 N_x^{-1}, 1 + 3 N_x^{-1} \right),$$

where the confidence interval for $\hat{p}_x$ has been expressed in terms of an uncertainty radius $\delta \hat{p}_x$. Notice that the center of the confidence interval, $\hat{p}_x^0$, is exactly $p_x$. Something interesting about Eq. (36) is that the uncertainty radius is proportional to the value of $p_x$, and so it can be expressed as a percentage error over $p_x$. Assuming that $N_x^{-2}$ is small enough, we can obtain a relation analogous to Eq. (36) for the estimation of $p_x$ from the value of $\hat{p}_x$ and $N_x$

$$p_x \in (p_x^0 - \delta p_x, p_x^0 + \delta p_x) = \hat{p}_x \left( 1 - 3 N_x^{-2}, 1 + 3 N_x^{-2} \right), \quad 3 N_x^{-2} \ll 1$$

from which we conclude that the confidence interval for the estimation of the parameter $p_x$ is centered around $p_x^0 = \hat{p}_x$ and has an uncertainty radius $\delta p_x = 3 \hat{p}_x N_x^{-2}$. In this derivation we have assumed that $N p_x \approx N_x$ and an explicit use of the following constraints: $p_x \ll 1$, $N \gg 30$, $N_x \gg 30$ and $3 N_x^{-2} \ll 1$. Under such requirements, the interval defined in Eq. (37) is significant up to a 99% of confidence. We take this estimate as a first estimate of the error bars, and defer the study of intervals with small $N_x$ to a specific analysis. Once the error bars for the histogram are known, it is quite simple to propagate the error on Eq. (17) to find the error bars associated to any spectrum obtained from the histogram formula. Thus if we know the error in a value of the histogram, $\rho(h) \pm \delta \rho(h)$, then by using Eq. (17) we get the error in the spectrum $D(h) \pm \delta D(h)$ as

$$\delta D(h) = \frac{1}{\log r_0} \frac{\delta \rho(h)}{\rho(h)}.$$  

From Eq. (37) we have that $\delta \rho(h) = 3 \rho(h) N_h^{-1}$, which substituted in the preceding equation yields

$$\delta D(h) = \frac{1}{\log r_0} \cdot 3 N_h^{-1}.$$  

To give some intuition on the figures, let us suppose that for a given value of $h$ we record $N_h = 81$ events. In this case, $3 N_h^{-1} = 0.33$, what means a percentual variation of 33% in the value of the probability. In terms of error in the singularity spectrum, for a 1024-record series the value of $\delta D(h)$ would be $\approx 0.05$, and for a 16384-record series the uncertainty falls to $\delta D(h) \approx 0.035$. Conversely, to attain a precision of $\delta D(h) = 0.01$ would imply a sampling of $N_h = 1874$ events for a 1024-record series, and of $N_h = 956$ for a 16384-record series. The values indicate that we can have a moderately good precision, of order 0.05, in the determination of
the spectra even for moderately long series, but they also imply that a large increase in the statistics only leads to moderate improvements in accuracy. In Fig. 9 we show two examples on the estimation of error bars for the singularity spectra in a histogram-based validation method (GMWP). As expected, error bars decrease in the parts with greater probability and increase for the least probable singularity values, which would require larger and larger datasets in order to allow an accurate estimation of the associated fractal dimension. The advantage of obtaining explicit error bars lies in the fact that they give some intuition on the quality of the estimate. It should be noticed, however, that they can only inform about the deviations which are of random nature; any systematic source of error will not be counted.

8. Conclusions

In this paper we have tested the performance of four different methods employed in the evaluation of multifractal spectra from experimental data. Some of the methods allow for several possible different implementations. We have concentrated in one particular, general enough realization for each one of the methods involved. Doing so we pretend to give a precise idea on the particularities, scope and limitations of each methodology, beyond its precise work around. In the same spirit, we have discussed the causes of the observed deviations, trying to explain them as consequences of the method under study. Our goal has been to make explicit the requirements on the data under analysis that should direct our choice of one method before another.

The four validation methods we have tested can be named as moment (M) method, wavelet transform modulus maxima (WTMM) method, gradient modulus wavelet projection (GMWP) method and gradient histogram (GH) method. Each one is adapted to a different aspect of the theory and/or data type. We have produced a benchmark of synthetic multifractal 1D series as test data ensembles. The synthesized signals have known spectra, which makes it very easy to compare experimental and theoretical spectra. We have thus systematically made an assessment of each method for different data lengths, ensemble sizes and type of theoretical spectra. Concerning the performance depending on the properties of the benchmark, we have seen that all the methods always give better estimates of the left part of the spectra than of the right part. Besides, as the spectrum width increases the quality on its determination decreases (which is really dramatic for methods such as WTMM). We have also observed that the high kurtosis of the histograms associated to multifractal variables is at the origin of the “mode smallness” issue, which is responsible to the marked tendency of all the validation methods except GMWP to linearize the right part of the singularity spectra. In addition, when dealing with unbounded spectra, new problems arise, as the presence of constant shifts due to the lack of integrability of the measured quantities. Concerning the compared performance, the main conclusion of our study is that GMWP seems to be the method with the best overall performance and stability; in addition, this method provides error bars on the estimation.

Concerning the individual performances, we see that $M$ method has a medium performance. The method is very demanding, and requires large datasets to infer the tails. The problems with M method are that it has a tendency to linearize the right tail and it shifts unbounded spectra. Concerning WTMM method, it has uneven
performance. This method is even more demanding than M method. The quality on the estimate is very affected by series length and so the results are very unstable when data series are short, even with large data- sets. The problems specific to WTMM include the linearization of the right tail and that the implementations may produce non-convex curves. In the results presented here, we have used one particular, freely accessible implementation (LastWave), but we have also tested other software tools (WaveLab, FracLab, etc.) obtaining slightly different results but with the same main difficulties. We have even implemented our own version of the method in the code we offer along this paper, see [9], and the results obtained were very similar. The problems with WTMM method come from the cost of having a technique suitable to deal with oscillating singularities. It seems that the beautiful mathematical formulation needs to be refined in several ways to eliminate some artifacts. Moreover, present implementations introduce a lot of parameters that require a careful, precise tuning. Concerning GMWP method, it has a good overall performance. It does not linearize the right tail of spectra. As a bonus, it allows to estimate error bars (this is a feature that we have not used in this paper). Finally, concerning GH method, it has very good performance on the left tail of the spectra, and very bad on the right tail, which is always linearized. As GMWP method, GH method also allows for error bar estimation.

About the possibilities of improving the existing methods, it should be remarked that in bounded multifractals the left tail of the singularity spectrum contains enough information to determine the whole spectrum. The left tail is connected with the positive $p$ moments and if the positive moments do not diverge with $p$ too fast the whole distribution can be retrieved from them [49]. As a matter of fact, bounded multifractals correspond to real, physical signals while unbounded multifractals are essentially mathematical objects. So, in practical applications it will be always more critical to attain a good estimation of the left tail of the spectrum than of the right tail. All the methods validated in this paper provide a better determination of the left tail than of the right part. Hence, it should be possible to process the information on the left tail and to correct any deviation on the right tail. Such a procedure could be used to improve all the methods discussed in this work, and this is an interesting, open possibility.
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