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Figure: Horns rev offshore wind farm, Vattenfall,
2008

Real world problem

Upstream turbines create sub-optimal
wind conditions for downstream
turbines

This decreases the total amount of
power produced.
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Wake effects decrease a wind farm’s power output



Yaw: angle between the rotor plane and the direction of the incoming wind

Increasing the yaw of an upstream turbine deflects its wake away from downstream turbines.

yaw angle
inflow wind

ω

Deflected wake

Figure: Wake deflection with yaw control
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Solution: changing the yaw canmitigate wake effects



WFCP : Wind Farm Control Problem

Goal
Maximize the total power ouput of a wind

farm withM turbines

Controls
γ = (γ1, . . . , γM ): yaws

yaw angle
inflow wind

ω

Deflected
wake

w∞

Measurements

w∞: free-stream wind conditions (direction φ∞ and speed u∞)

P1,t . . . ,PM,t individual productions at any time t .
Pfarm,t =

∑M
i=1 Pi,t total power output
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Wake steering with yaw control



Static Problem

Wind conditions are constant in time

max
γ

Pfarm

Dynamic Problem

Wind conditions change at every
time-step (0 < β < 1)

max
γ0,...,γ∞

∞∑
k=0

βkPfarm,k

(a) Static simulation: FLORIS (b) Dynamic simulation: FAST.Farm
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Yaw optimization



Modeling errors

Steady-state models: FLORIS

2D Navier-Stokes: WFSim

Dynamic Wake Meandering model: FAST.Farm

Large eddy simulations: SOWFA

computation cost

fidelity
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Challenges



Modeling errors

Steady-state models

2D Navier-Stokes

Dynamic Wake
Meandering model

Large eddy simulations

Wake propagation Scaling to large farms
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Challenges



Adapt policies in the real system !

Design data-driven methods that learn from observing control inputs and output measurements
collected on the wind farm

Controller

Obj: max
∑∞

k=0 β
kPfarm,k

Measurements

u∞
k , φ∞

k

ω

γ1
k+1, . . . , γ

M
k+1γ1

k , . . . , γ
M
k

Direction
Velocity u∞

k
φ∞

k

Yaws
Production

γ1
k , . . . , γ

M
k

Pfarm,k
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Amodel-free approach



Account for wake propagation times

Wake propagation dynamics create a time delay between a change of yaws and a measurable
impact on the energy production of the wind farm.

Controller

Obj: max
∑∞

k=0 β
kPfarm,k

Measurements

u∞
k , φ∞

k

ω

γ1
k+1, . . . , γ

M
k+1γ1

k , . . . , γ
M
k

Direction
Velocity u∞

k
φ∞

k

Yaws
Production

γ1
k , . . . , γ

M
k

Pfarm,k

!
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... that is robust to wake propagation dynamics



Account for wake propagation times
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... that is robust to wake propagation dynamics



Obj

Measurements

u∞k , φ∞
k

ω

γ1
k+1, . . . , γ

M
k+1γ1

k , . . . , γM
k

Direction
Velocity u∞k

φ∞
k

Yaws
Production

γ1
k , . . . , γM

k
Pfarm,k

Controller M

Controller 1

Controller 2

Decentralized learning of local
policies

MARL approach

M agents

1 shared reward

Each agent i receives a partial
observation of the system and
learns a policy πi

Used in static and quasi-static
simulations (Graf et al. 2019; Xu
et al. 2020; Stanfel et al. 2021)
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A cooperativemulti-agent reinforcement learning (MARL) approach
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Delay-awareMARL algorithms for theWind Farm

Control Problem
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γ

w∞

Themulti-agentWFCP

: a delayed approach

Objective:

max
π1,...,πM

E

[
∞∑

k=0

βk
M∑

i=1

Pi,k

]

S : full state space (unobserved)
Ωi,1≤i≤M : M observation spaces with γ i andw∞

Ai,1≤i≤M : M action spaces representing the change in local yaw∆γ i between two time-steps

r : S × A × S → [0,R ]: shared reward function
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WFCP as a delayed Dec-MDP problem



γ

w∞

Themulti-agentWFCP : a delayed approach

Objective:

max
π1,...,πM

E

[
∞∑

k=0

βk
M∑

i=1

Pi,k

]

Si,1≤i≤M : M local state spaces with γ i andw∞

S = ΠM
i Si : global space as factorization of local spaces

Ai,1≤i≤M : M action spaces representing the change in local yaw∆γ i between two time-steps

r : S × A × S → [0,R ]: shared reward function

A delay d ∈ N : the number of time-steps after which the reward can be collected

9/12/2024 13

WFCP as a delayed Dec-MDP problem



Themulti-agentWFCP: a delayed approach with local rewards

Objectives:

max
π1

E

[
∞∑

k=0

βk
M∑

i=1

r1k

]
. . . max

πM
E

[
∞∑

k=0

βk
M∑

i=1

rM
k

]

Si,1≤i≤M : Si : M local state spaces with γ i andw∞

S = ΠM
i Si : global space as factorization of local spaces

Ai,1≤i≤M : M action spaces representing the change in local yaw∆γ i between two time-steps

r i : Si × Ai × Si → [0,R ]: M local reward functions

M delays : the number of time-steps after which each local reward can be collected
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WFCP as a delayed Dec-MDP problem



Agent 1
Agent 2

Agent M

Yaws

Production
Measurements

ω

...

Wind

Reward Module

Obj: max
∑∞

k=0 β
kr i

k

γ1
k , . . . , γ

M
k

w∞
k

Pfarm,k

w∞
k = (u∞

k , φ∞
k )

γ1
k

γ2
k

γM
k

r1k , γ1
k ,w

∞
k

r2k , γ2
k ,w

∞
k

rM
k , γM

k ,w∞
k

Figure: WFCP-MARL: our multi-agent formulation of the dynamic WFCP as a Delayed MDP
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Delay-aware MARL algorithms for theWFCP



Delay Matrix

ω

Agent 1

Agent 1

Agent 6

D12

D13

D16

D14

D12

D42

D34 D36

D45 D46

D65

D13 D14 D16

Delays approximated with
Taylor’s frozen wake
hypothesis (Taylor 1938):

Dij ∝ distance(i→j)
u∞

Reward functions

ri,k =


1 if V i

2−V i
1

V i
1

> ∆

−1 if V i
2−V i

1

V i
1

≤ −∆

0 otherwise

with V i
1 =

M∑
j=1

Pj,k V i
2 =

M∑
j=1

Pj,k+Di,j

∆ > 0
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Local reward functions
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Figure: Average energy produced during 1h

DFAC: Delay-Aware Fourier Actor Critic Agents

Row of 3 turbines

Turbulent stationary wind inflow

Turbulence intensity: 8%

Average wind speed: 8 m/s

Simulated on FAST.Farm

Figure: Row of 3 turbines simulated in FAST.Farm
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Empirical results
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Figure: Average energy produced during 1h

Scaling to larger wind farms:

Layout DFAC Energy [MWh] Over baseline (%) Rise Time (ks)

Layout 1 (3T) 9.34 45.83 22
Layout 3 (7T) 23.02 9.35 38
Layout 4 (16T) 31.44 10.99 302
Layout 5 (32T) 47.90 37.02 -

Table: DFAC on WFSim: scaling experiments on layouts with
3, 7, 16 and 32 turbines. Results after 200ks (Layout 1, 3) and
600ks (Layout 4, 5).
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Empirical results



Imitate optimal policies frommodel-based optimization

Use optimal policies learned with static simulator FLORIS to guide online learning with
dynamic simulator FAST.Farm

Evaluation on WFSim and FAST.Farm under both changing and turbulent wind conditions

Collect wind data Optimize in
static model

LUT

Extract policy
initialization

Adjust in
dynamicmodel
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Exploitingmodel knowledge with imitation
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(a) Power output
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(b) Yaw of the first turbine on 1 run

Figure: DFAC and IDFAC algorithms - 1h average of total power output (a) and yaws during the first experiment
of each algorithm (b) on 56h of simulation.
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Imitation



1

2

(a) Averaged power output
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Imitation: turbulent wind step
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WFCRL: a newMARL benchmark forwind farm control
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Decentralized Partially Observable Markov Decision Process (Dec-POMDP)

M turbines =M agents

P : Transition kernel
0 < β < 1: Discount factor

r : Shared reward
T Length of episode (can be∞)

Full state space S :
= unobserved wind field

o1, . . . , oM : Agents’ observations
= local wind and actuator measurements

a1, . . . , aM : Agents’ actions
= local changes in actuation

+ global observation og = all local observations + free-stream wind measurements (for
Centralized Training with Decentralized execution)

Objective: maxπ Es0,a0,s1,... [J] J :=
∑T

k=0 β
krk
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Wind farm control as a Cooperative MARL problem



Decentralized Partially Observable Markov Decision Process (Dec-POMDP)

M turbines =M agents

P : Transition kernel
0 < β < 1: Discount factor

r : Shared reward
T Length of episode (can be∞)

Full state space S :
= unobserved wind field

o1, . . . , oM : Agents’ observations
= local wind and actuator measurements

a1, . . . , aM : Agents’ actions
= local changes in actuation

+ global observation og = all local observations + free-stream wind measurements (for
Centralized Training with Decentralized execution)

Reward examples

Total production, Distance to production target, Loads on turbine structure ...
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Wind farm control as a Cooperative MARL problem



Environment creation

1. Wind farm layout

2. Wind condition scenario

3. Wind farm simulator

1. Layouts

21 pre-registered farm layouts, including 5 taken from real wind farms
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0.00
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(a) Turb3_Row1 (3)

4 6 8 10 12 14 16 18

2

1

0
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(b) Ablaincourt (7)
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(f ) HornsRev2 (92)
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WFCRL environments



Environment creation

1. Wind farm layout

2. Wind condition scenario

3. Wind farm simulator

2. Wind Scenarios
3 wind condition scenarios:

Constant wind

New wind sampled at each episode

Evolving time series
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WFCRL environments



Environment creation

1. Wind farm layout

2. Wind condition scenario

3. Wind farm simulator

3. Simulators: multi-fidelity environments

2 state-of-the-art wind farm simulators with 2 degrees of fidelity
→ allows evaluation of transfer strategies from static to dynamic models

(a) Static simulation: FLORIS (b) Dynamic simulation: FAST.Farm
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WFCRL environments



Simulator

Agent

Simulator
Interface

Wind farm
model

receivesend

send

MPI CommunicationPython program

Python
interface

Control references:

rewardsactions

actions

states

RL Loop

PettingZoo
Environment

wind
statistics

production
statistics

receive

Simulated measures:

pitch
torque

wind directions
power outputs
loads on blades

yaws

wind speeds
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WFCRL: Simulator Interfacing



Goal: Maximize total power production while taking into account turbine loads
Reward design:

rk = rP
k − αrL

k

Scaling term: α

Normalized power output rP

rP
k =

1

M

M∑
i

P̂ i
k

(u∞,k)3

P̂ i
k measured power production; u∞,k free-stream wind velocity;

Simulator-dependent load indicator rL

Evaluation score:

score(π1, . . . , πM) =

nw∑
j=1

ρj

T∑
k=0

rk

nw number of wind conditions; ρj weights
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Example: Productionmaximization benchmark



Reward: rk = rP
k − αrL

k
Evaluation score:

score(π1, . . . , πM) =

nw∑
j=1

ρj

T∑
k=0

rk

Weights ρj estimated from SmartEole measurements campaign at Ablaincourt:

(a) SmartEole Windrose (b) Empirical distribution {ρi }
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Example: Productionmaximization benchmark



Environment: Ablaincourt layout + Floris
simulator
Wind Scenario: Sampled at each episode (II)

Benchmark code available at
www.github.com/ifpen/wfcrl-benchmark
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Figure: Evaluation score: training curve
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Example: Productionmaximization benchmark

www.github.com/ifpen/ wfcrl-benchmark


Learning on realistic dynamic simulators is slow.
-> We need efficient strategies that can adapt policies learned with low-fidelity models.

Figure: Static (FLORIS)

Figure: Dynamic (FAST.Farm)
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d Transfer 2 (Model knowledge)
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Figure: 2 transfer learning strategies from FLORIS to FAST.Farm
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Towards transfer learning strategies



Wind farm control as a delayed MARL probem

Experimentally validated algorithms on state-of-the-art dynamic
simulators

Use of static models to guide learning in dynamic conditions

A new benchmark and interfacing library to bridge RL and wind energy
communities
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Conclusion



Towards applications on real systems

Validation on high-fidelity simulations

Considering loads in a constrained Dec-POMDP

Tracking a production signal for integration in the grid

Robust learning from static models

Exploiting bags of models

Exploiting offline data

WFCRL: future developments as an open-source library
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Perspectives
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