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Abstract We present a high-order mesh curving method where the mesh boundary
is enforced to match a target virtual geometry. Our method has the unique capability
to allow curved elements to span and slide on top of several CAD entities during the
mesh curving process. The main advantage is that small angles or small patches of
the CAD model do not compromise the topology, quality and size of the boundary
elements. We associate each high-order boundary node to a unique group of either
curves (virtual wires) or surfaces (virtual shell). Then, we deform the volume ele-
ments to accommodate the boundary curvature, while the boundary condition is en-
forced with a penalty method. At each iteration of the penalty method, the boundary
condition is updated by projecting the boundary interpolative nodes of the previ-
ous iteration on top of the corresponding virtual entities. The method is suitable to
curve meshes featuring non-uniform isotropic and highly stretched elements while
matching a given virtual geometry.

1 Introduction

Curved high-order meshes are required for unstructured high-order methods in order
to keep their advantages [1–5]. These advantages come in the form of geometrical
flexibility, high accuracy, and low numerical dissipation and dispersion. High-order
methods feature exponential converge rates and therefore, they have been proved to
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be faster than low-order methods in several applications [6–14], especially in those
problems where an implicit solver is required [15].

Usually, to generate a curved high-order mesh an a posteriori approach is used
[16–25]. First, a linear mesh with elements of the desired shape and size is generated
and then, the mesh boundary is curved to match the target geometry. This step may
introduce low-quality and inverted elements that have to be repaired using a high-
order mesh curving technique. There are several manners to formulate the mesh
curving problem: PDE-based methods like solid mechanics analogies [21,24,26–29]
or the Winslow equation [25], and optimization-based methods [23, 30–32]

One of the key points of all these methods is the imposition of the boundary dis-
placement, because it drives the insertion of invalid elements that might hamper the
convergence and robustness of the mesh curving algorithm. In the most simple sce-
nario, the boundary nodes are directly projected onto the target geometry to interpo-
late it. In other approaches, after the nodal projection, the nodes can slide along the
single geometric entity they belong to [30, 33–36]. Thus, the boundary condition is
introduced into the problem formulation by means of the parametric coordinates of
the nodes. Although inverted and low-quality elements may still appear in the first
stages of the optimization process, the additional freedom of the boundary nodes
allows obtaining a better mesh that interpolates the target geometry.

Instead of directly moving the boundary nodes to the target position, it is possible
to introduce the Dirichlet condition in an incremental manner [21,25,27,28]. In this
way, it is possible to mitigate the insertion of inverted elements during the optimiza-
tion process and therefore, we increase the practical robustness of the mesh curving
method. The key ingredient is to define the boundary trajectory and the number of
sub-steps to obtain a valid boundary mesh during the curving process.

Alternatively, it is possible to pose the mesh curving as a constrained optimiza-
tion problem. The boundary condition is introduced into the target function by
means of a penalty method or an augmented Lagrangian formulation. The constraint
of the problem can be introduced by imposing an interpolation condition [37], or by
approximating the target geometry in a weak sense [38, 39].

It is important to point out that standard curved mesh generators do not consider
to span the curved elements on top of several CAD entities. Singularly, this option
has been explored in the context of the NURBS-enhanced finite element method,
where the curved boundary elements are fixed to span on top of several patches
of the boundary representation [29]. Nevertheless, the option of sliding the curved
elements on top several CAD entities has not been explored yet.

The main contribution of this work is to propose a mesh curving method that
allows curved elements to span and slide on top of several CAD entities during the
optimization process. Therefore, the curved mesh is not constrained by the topol-
ogy of the geometric model. This is especially important when the model contains
tangent curves with small inner angles that hinder the element quality, or small geo-
metric entities that limit the element size. To accomplish this, we need to group the
curves and surfaces of the model into virtual wires and shells using a virtual geome-
try kernel. Although we manually group the different geometric entities into virtual
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wires and shells, we can perform this process in an automatic manner by checking
the angles between adjacent entities.

To set up the virtual curves and wires, the element sizes, and the initial linear
mesh we have used Pointwise [40]. When the distribution of high-order nodes is
inserted in the mesh, each boundary node is associated to a virtual wire or virtual
shell. Then, we project the boundary nodes onto the corresponding virtual entity, and
the boundary condition for the mesh curving problem is defined as the interpolation
of the target geometry through the projected points.

Once the boundary condition is obtained, we pose the mesh curving problem as
a constrained optimization problem in which we minimize the mesh distortion [23]
subject to the boundary condition. To solve this problem, we use a penalty method
to transform the mesh curving problem into an unconstrained optimization problem.
Note that the boundary condition depends non-linearly on the curved high-order
mesh, since we project the boundary nodes. To solve this non-linear problem, we
perform a fix-point iteration in which the boundary condition is defined in terms of
the curved high-order mesh of the previous iteration. Thus, the boundary condition
is not known a priori, and it is updated during the mesh curving process.

In the proposed method, we explicitly minimize the mesh distortion, and we pe-
nalize inverted elements in order to preserve the mesh validity during the whole op-
timization process. Thus, even if the current boundary condition defines an invalid
boundary mesh, we obtain a valid volume mesh. Nevertheless, since we update the
boundary condition at each iteration of the penalty method, in the presented appli-
cations we obtain a valid boundary condition at some point of the curving process.

Our previous curving formulations do not allow to deal with virtual geome-
try [36, 39]. We first proposed to slide the nodes along the geometric entities by
expressing the position of the boundary nodes in terms of the corresponding para-
metric coordinates [36]. However, since the parametric coordinates are not contin-
uous between different adjacent entities the nodes are not able to jump between
adjacent entities. Then, we proposed to morph meshes by solving a constrained
minimization problem where the boundary deformation is known and fixed during
the whole process [39]. Accordingly, the latter approach does not allow updating
the boundary condition in terms of the current iteration of the mesh curving process
and therefore, it cannot deal with virtual geometry. On the contrary, in this work
we weakly approximate an interpolative condition that depends non-linearly on the
high-order mesh. Thus, it is the first time that we show a mesh curving formulation
that can deal with virtual geometry.

The rest of the paper is structured as follows. Section 2 introduces several def-
initions related to the presented work. Section 3 presents the formulation of the
proposed high order mesh curving methodology. Section 4 presents several exam-
ples to show the capabilities of the proposed formulation. Finally, Section 5 details
the conclusions and the future work.
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2 Preliminaries

2.1 Geometric model and mesh discretization

In this work, we use a geometric model, Ω , composed of several surfaces and
curves, {Ω f

i }i=1,...,n f and {Ω e
i }i=1,...,ne , respectively. Nevertheless, the given de-

composition of the geometric model into these surfaces and curves may lead to
low-quality meshes. This is the case when the interior angle between two adjacent
curves is small, or when small entities limit the maximum element size. For this
reason, we group the curves and surfaces of the geometric model into virtual wires
and shells, respectively. That is,

Ω
w
i =

ni⋃
j=1

Ω
e
j Ω

s
i =

ni⋃
j=1

Ω
f
j ,

where Ω w
i and Ω s

i are the wires and shells, respectively. Note that after grouping the
surfaces into shells, the shell interior curves are not used to define the wires. That is,
not all the curves of the model are used to define the new wires. This gluing opera-
tion is common when dealing with virtual geometry engines [41, 42]. Currently, we
use Pointwise [40] to generate the initial meshes since it can deal with such virtual
geometry operation.

We consider that a geometric model, Ω , is defined as the union of its wires and
shells in the following manner:

Ω =
N⋃

i=1

Ω i.

Figure 1a shows a CAD model of a sphere with surfaces that limit the maxi-
mum element quality. Note that the maximum element quality is bounded by the
minimum angle between the curves, and for general CAD models, this angle can
be arbitrarily small. To address this issue, we group the top and the bottom surfaces
into two different shells, and the four equatorial curves that form the boundary of the
shells into one wire, see Figure 1b. By joining the upper surfaces into a single shell,
we are able to generate a high-quality surface element that spans several surfaces of
the original model.

The geometric model, Ω , is discretized using an initial linear mesh, M I , com-
posed of elements of the desired shape and size. The discretization is performed in
such a way that

M I =
N⋃

i=1

M I
i ,

where M I
i is a discretization of the geometric entity Ω i. Figure 1a shows a high-

order triangle that approximates the surface of a sphere. Moreover, two edges of
the triangle are approximating two different curves of the model. In this case, the
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(a) (b)

Fig. 1: High order element approximating a geometric model of a sphere: (a) with
surfaces limiting the element quality; and (b) with virtual shells and wires.

triangles of the mesh are restricted to belong to a single geometric entity. In contrast,
Figure 1b shows a high-order triangle that approximates a shell of the model. Note
that there are high-order nodes of the triangle located in different surfaces of the
geometric model. The main advantage of this procedure is that the mesh is no longer
constrained to the topology of the geometric model. That is, the nodes can freely
slide through different surfaces of the geometry.

2.2 Point projection algorithm

The main ingredient to perform the proposed high-order mesh curving technique is
the point-projection onto the geometric model. Given a point x and an entity of the
geometric model, Ω i, we want to compute the orthogonal projection of x onto Ω i
that satisfies

ΠΩ i(x) = argmin
y∈Ω i

‖x−y‖2 . (1)

Since Ω i is defined as a union of sub-entities of the geometric model, to compute
the projection ΠΩ i(x) we need to compute the projection in all the contained sub-
entities and take the minimum. That is,

ΠΩ i(x) = argmin
Ω

j
i ∈Ω i

{
min
y∈Ω

j
i

‖x−y‖2

}
= argmin

Ω
j

i ∈Ω i

{
Π

Ω
j

i
(x)
}

(2)

3 Formulation of the mesh curving problem

In this section, we pose the mesh curving problem as a constrained optimization
problem. Then, we define the boundary condition using the geometric model, and
show the proposed high-order mesh curving technique.
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3.1 Constrained minimization of the distortion measure

Given an initial linear mesh, MI , we want to characterize a curved high-order one,
MP, in terms of a diffeomorphism φφφ

∗ [36,43]. This diffeomorphism should present
optimal point-wise distortion, and has to satisfy a prescribed boundary condition.
That is,

Mφφφ
∗ = 1, ∀y ∈MI ,

TTT φφφ
∗ = gD(TTT φφφ

∗), ∀y ∈ ∂MI , (3)

where TTT is the trace operator, gD(TTT φφφ
∗) is a non-linear Dirichlet boundary condition

on ∂MI that depends on the values of φφφ
∗, and

Mφφφ
∗(y) = η(Dφφφ

∗(y)) =
‖Dφφφ

∗(y)‖2

nσ(Dφφφ
∗(y))2/n

is a point-wise distortion measure defined in terms of the shape distortion mea-
sure [44] for linear simplices, where ‖·‖ and σ(·) are the Frobenius norm and the
determinant, respectively.

Nevertheless, the shape distortion measure presents finite values when the deter-
minant is negative, and this can potentially lead to meshes with inverted elements.
To solve this issue, we propose to regularize the shape distortion measure as

η(Dφφφ
∗) =

|Dφφφ |2
nσ0(Dφφφ)2/n , where σ0 =

1
2
(σ + |σ |) . (4)

In this manner, when the determinant is non-positive, the point-wise distortion takes
a value of infinity, and when the determinant is positive, the point-wise distortion
takes a finite value.

In order to solve the problem in Equation (3), we first rewrite it as a constrained
optimization one in the following manner

min
φφφ∈V

E(φφφ) = ‖Mφφφ‖2

subject to:
TTT φφφ = gD(TTT φφφ), (5)

where

V =
{

u ∈
[
C 0(MI)

]n
such that u|eI ∈ [P p(eI)]

n ∀eI ∈MI

}
.

Being P p(eI) the space of polynomials of degree at most p over the element
eI .Thus,

φφφ =
N

∑
i=1

xiNi,
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being {Ni}i=1,...,N a Lagrangian basis of element-wise polynomials continuous at
the element interfaces. Note that φφφ depends on the nodal positions and therefore, so
does the functional in Equation (5).

We have introduced a merit function to measure the distortion of the mapping that
transforms the linear mesh into a curved high-order one, and the boundary condition,
gD is a constraint of the optimization problem. To solve the constrained optimization
problem in (5), we use a penalty approach, see [45], in which we introduce the
boundary constraint into the objective function in a weak sense as follows

min
φφφ∈V

Eµ(φφφ) =
E(φφφ)

‖1‖2
MI

+µ

‖TTT φφφ −gD(TTT φφφ)‖2
∂MI

‖1‖2
∂MI

, (6)

where µ is a penalty parameter that enforces the validity of the constraint when
it tends to infinity. We have introduced the measures of the initial mesh and its
boundary in order to balance the two contributions of the new functional.

3.2 Definition of the boundary condition

In order to solve the problem in Equation (6), we need to define the non-linear
Dirichlet boundary condition gD(TTT φφφ). The boundary condition takes into account
the geometric model Ω , and we define it by means of the point projection algorithm
presented in Section 2.2, and the current value of φφφ . Thus, we define the boundary
condition as

gD(TTT φφφ) =
Nb

∑
i=1

ΠΩ xi
(xi)Nb

i = ΠΩ (TTT φφφ), (7)

where Ω xi denotes the entity where the boundary node xi belongs to, and {N}i=1,...,Nb
is a Lagrangian basis of shape functions continuous between adjacent boundary
faces. Thus, we generate a function gD ∈ Vb, where

Vb =
{

u ∈ C 0 such that u| fI ∈ [P p( fI)]
n ∀ fI ∈ ∂MI

}
,

being Pp( fI) the space of polynomials of degree at most p over the boundary face fI .
Note that the function gD is generated as a linear combination of a Lagrangian basis
of shape functions. The coefficients of the linear combination are the projection of
the boundary high-order nodes onto the geometric entities they belong to. Thus,
the boundary condition is defined as the interpolation of the geometric model into
the function space Vb. The interpolation points are the projection of the high-order
nodes of the curved mesh.

Since we have grouped the curves and surfaces into wires and shells, the inter-
polation points are free to jump between curves and surfaces of the wire and shell
they belong to. The only constraint for the interpolation points is that they need to
be associated to the same wire or shell during the whole optimization process.



8 Eloi Ruiz-Gironés∗ and Xevi Roca

3.3 High-order mesh curving

To obtain a curved high-order mesh, we optimize the functional in Equation (6)
with an increasing penalty parameter. Nevertheless, as shown in Section 3.2, the
boundary condition depends on the actual solution of the problem. Thus, we propose
to apply a fix-point iteration in which

gk
D = ΠΩ

(
TTT φφφ

k
)
, φφφ

k+1 = argmin
φφφ∈V

E
µk

(
φφφ ;gk

D

)
In this manner, we are able to deal with the non-linearity of the boundary constraint.
Algorithm 1 describes the proposed penalty method for high-order mesh curving.
The inputs of the algorithm are an initial linear mesh, MI , a geometric model, Ω ,
and the tolerances for the non-linear problem and the constraint norm, ω∗ and ε∗,
respectively. The algorithm stops when a solution is found that satisfies∥∥∥∇E

µk

(
φφφ

k;gk
D

)∥∥∥< ω
∗ and

∥∥∥TTT
(

φφφ
k
)
−gk

D

∥∥∥2

∂Ω I
< ε

∗.

The output of the algorithm is a valid curved high-order mesh, MP, that ap-
proximates the target geometric domain. In Line 2 we initialize φφφ 0 to the identity
mapping, Id. Note that the identity mapping is optimal with respect to the distortion
measure. However, it does not satisfy the boundary constraint. In Line 3, we initial-
ize the boundary condition using the projection of the boundary high-order nodes,
according to Equation (7). The initial penalty parameter is initialized to 10, and the
initial tolerance for the non-linear solver is initialized to the norm of the objective
function gradient over 10. Lines 6–15 define the main loop of the proposed penalty
method. In Line 7, we optimize the proposed functional. Then, if the norm of the
constraint is too large, we increase the penalty parameter and tighten the tolerance
of the non-linear solver, Lines 9 and 10. On the contrary, if the norm of the con-
straint is low enough, we keep the current value of the penalty parameter and we
set the tolerance of the non-linear problem to the prescribed tolerance of the mesh
curving algorithm. Finally, we update the boundary condition for the next non-linear
problem, and iterate the main loop until convergence is achieved.

To optimize each non-linear problem of the proposed penalty method, we use
a backtracking line-search method in which the advancing direction is computed
using Newton’s method and the step-length is set using the Wolfe conditions, see
[45] for more details. To solve the linear systems that arise during Newton’s method,
we use a generalized minimum residual method (GMRES) with a relative tolerance
of 10−9, preconditioned with a successive over-relaxation method. The stopping
criteria for this optimization process is

∥∥∥∇E
µk
(
φφφ k;gk

D
)∥∥∥< ωk.

One of the advantages of the proposed high-order mesh curving algorithm is that
it maintains a valid mesh during the whole process. The main reason is that the
proposed functional detects invalid meshes by taking infinite values. Thus, when
an invalid configuration is detected, the backtracking line-search reduces the step
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Algorithm 1 Penalty method for high-order mesh curving.
Input: Mesh MI , GeometricModel Ω , Real ω∗, Real ε∗

Output: CurvedHighOrderMesh MP
1: function highOrderMeshCurving
2: φφφ 0← Id
3: g0

D←ΠΩ

(
φφφ 0
)

4: µ0← 10
5: ω0←

∥∥∥∇Eµ0
(
φφφ 0;g0

D
)∥∥∥/10

6: while
∥∥TTT φφφ k−gk

D

∥∥
∂MI

> ε∗ and
∥∥∥∇E

µk
(
φφφ k,gk

D
)∥∥∥> ω∗ do

7: φφφ k+1← optimizeFunction
(

E
µk
(
φφφ k;gk

D
)
, ωk

)
8: if

∥∥TTT
(
φφφ k
)
−gk

D

∥∥
∂MI

> ε∗ then

9: µk+1← 10µk

10: ωk+1← ωk/10
11: else
12: ωk+1← ω∗

13: end if
14: gk+1

D ←ΠΩ

(
φφφ k+1

)
15: end while
16: MP← φφφ(MI)
17: end function

length until a valid mesh is obtained for the next iteration. Moreover, we do not
need to ensure that the boundary condition defines a valid boundary mesh at each
iteration of the penalty method. Since we ensure the volume mesh validity and we
re-compute the boundary condition at each step, in practical situations we obtain a
valid boundary condition at some point of the mesh curving process.

To increase the practical robustness of the mesh curving method, we apply a
p-continuation technique in order. In this manner, the optimal configuration of a
given polynomial degree is used as the initial condition on to optimize the mesh for
the next polynomial degree.This p-continuation technique has allowed us to obtain
curved high-order meshes with stretched elements for complex geometries.

4 Examples

This section presents several examples that show the capabilities of the presented
high-order mesh curving method. Specifically, we show four three-dimensional ex-
amples in which we present isotropic and stretched meshes for two different geo-
metric models.

To generate the initial linear meshes, we have used Pointwise [40]. The mesh
curving framework has been implemented in Python [46] using the FEniCS [47]
and the petsc4py [48] libraries. To project the boundary high-order nodes we have
used both the geode [49] and the Open CASCADE [50] libraries interfaced with a
python wrapper using swig [51].
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(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0
shape quality

Fig. 2: Isotropic meshes generated around a sphere: (a) initial linear mesh; and (b)
curved high-order mesh of polynomial degree five.

The optimization process has been performed in the MareNostrum4 super-
computer located at the Barcelona Supercomputing Center. It is composed of 3456
nodes, connected using an Intel Omni-Path network. Each node contains two Intel
Xeon Platinum 8160 CPU with 24 cores, each at 2.10 GHz, and 96 GB of RAM
memory.

In all the examples, we color the elements of the mesh according to its element
quality relative to the initial meshes [23]

qeI =
1

ηeI

, where ηeI =


∫

eI

(Mφφφ)2 dΩ∫
eI

1 dΩ


1/2

.

The element quality takes values between zero and one, being zero for inverted
elements, and one for ideally deformed elements.

4.1 Isotropic mesh around a sphere

In this example we show the generation of an isotropic curved high-order mesh gen-
erated for the exterior domain of a sphere. The inner and outer spheres radius are one
and 21 units, respectively. The initial linear mesh, see Figure 2a, contains isotropic
elements of size 1.0. Figure 2b shows a curved high-order mesh of polynomial de-
gree five, obtained after applying the proposed mesh curving technique. The mesh
contains 2048 elements and 38167 nodes. The whole optimization process has been
performed using 24 cores and took 1261 seconds distributed in seventeen iterations
of the penalty method. The norm of the constraint at the last iteration is of the order
of 10−9, and the minimum element quality of the whole mesh is 0.972. Figures 6a
and 6b show a detailed view of the initial linear mesh and the curved high-order one
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(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0
shape quality

Fig. 3: Detail of the isotropic meshes generated around a sphere: (a) initial linear
mesh; and (b) curved high-order mesh of polynomial degree five.
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Fig. 4: Evolution of the constraint norm (left) and minimum element quality (right)
over the iterations of the penalty method. Thin line denotes the tolerance of the
constraint norm, and gray dots denote the first iteration of a new polynomial degree.

near the inner sphere. Note that the curved high-order mesh represents the spherical
boundary with a high geometric precision without hampering the element quality.

Figure 4 shows the evolution of the norm of the boundary condition and the min-
imum element quality of the mesh, against the iterations of the proposed penalty
method. In Figure 2, we depict with gray dots the initial iteration of each polyno-
mial degree. The first gray dot denotes the starting iteration of the mesh curving for
the mesh of polynomial degree two. Note that the norm of the constraint decreases
linearly in logarithmic scale with the iterations of the penalty method. At each it-
eration, the boundary condition norm is reduced one order of magnitude, and we
converge it in eight iterations. Then, we increase the polynomial degree of the mesh
to three. Since the boundary condition is also expressed in terms of piece-wise poly-
nomials of degree three, it is able to capture more features of the geometric model.
For this reason, the norm of the boundary condition increases. Nevertheless, in three
iterations of the penalty method, we are able to obtain a mesh of polynomial degree
three. In the next iterations, this behavior is repeated to obtain the meshes of poly-
nomial degree four and five. Note that during the whole process, the mesh remains
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(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0
shape quality

Fig. 5: Stretched meshes generated around a sphere: (a) initial linear mesh; and (b)
curved high-order mesh.

(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0
shape quality

Fig. 6: Detail of the stretched meshes generated around a sphere: (a) initial linear
mesh; and (b) curved high-order mesh.

valid, since we are enforcing in the proposed penalty method the validity of the
mesh.

4.2 Stretched elements mesh around a sphere

In this example we present the mesh generated for the exterior domain of a sphere
with high stretched elements. The geometric model and the element sizes are the
same as the ones in Example 4.1. Nevertheless, we introduce a boundary layer
around the inner sphere, see Figure 5a. The boundary layer is defined by a wall
distance of 10−3, a growing factor of 1.3, and 24 layers of elements. The maximum
stretching of this boundary layer is 103. In Figure 5b we show the optimized curved
high-order mesh of polynomial degree five, composed of 3616 elements and 71072
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Fig. 7: Evolution of the constraint norm (left) and minimum element quality (right)
over the iterations of the penalty method. Thin line denotes the tolerance of the
constraint norm, and gray dots denote the first iteration of a new polynomial degree.

(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0
shape quality

Fig. 8: Isotropic meshes generated around a propeller: (a) initial linear mesh; and
(b) curved high-order mesh.

nodes. The optimization process is performed using 24 cores. The whole process is
performed in seventeen iterations and takes 2121 seconds. At the last iteration, the
norm of the constraint is of the order of 10−9, and the minimum element quality is
0.94.

The evolution of the constraint norm through the iterations of the penalty method,
see Figure 7, presents a similar behavior than the evolution of the inviscid mesh.
Nevertheless, although the presence of highly stretched elements, the minimum el-
ement quality is only slightly reduced compared with the isotropic case.

4.3 Isotropic mesh around a propeller

This example shows the generation of a curved high-order mesh for a complex
geometry. In this example, we generate an initial linear mesh around a propeller,
see Figure 8a. We apply the proposed technique to obtain the high-order mesh of
polynomial degree three shown in Figure 8b. It is composed of 227214 elements
and 980992 nodes. The optimization process is performed using 768 cores, and
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(a) (b)
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shape quality

Fig. 9: Detail of the isotropic meshes generated around a propeller: (a) initial linear
mesh; and (b) curved high-order mesh.
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Fig. 10: Evolution of the constraint norm (left) and minimum element quality (right)
over the iterations of the penalty method. Thin line denotes the tolerance of the
constraint norm, and gray dots denote the first iteration of a new polynomial degree.

converges in 8 iterations of the penalty method, and takes 431 seconds. At the last
iteration, the norm of the boundary condition is of the order of 10−7, and the mini-
mum element quality is 0.839.

In Figure 10, we show the evolution of the boundary condition norm and the
minimum element quality along the iterations of the penalty method. In the first
iterations, the boundary condition norm is reduced linearly in logarithmic scale. In
six iterations we obtain the converged quadratic mesh, and in two more iterations
we obtain the final curved high-order mesh of polynomial degree three.

4.4 Stretched elements mesh around a propeller

In this example we deal with the generation of a mesh with stretched elements for
the exterior domain of a propeller. The boundary layer around the propeller contains
25 layers of elements, a wall distance of 0.002, and a growing ratio of 1.3. This leads
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Fig. 11: Stretched meshes generated around a propeller: (a) initial linear mesh; and
(b) curved high-order mesh.
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Fig. 12: Detail of the stretched meshes generated around a propeller: (a) initial linear
mesh; and (b) curved high-order mesh.

to maximum stretching factor of 750. The objective of this example is to show that
we are able to generate a high-order mesh with high stretched elements around a
complex geometry. Figure 11a shows the initial linear mesh, and Figure 11b shows
the final curved high-order mesh of polynomial degree three. This mesh is obtained
in eight iterations of the penalty method, and takes 5452 seconds (1.5 hours) to
optimize it using 768 processors. The mesh is composed of 1648596 elements and
6863825 nodes. At the last iteration, the norm of the boundary constraint is of the
order of 10−7, and the minimum element quality is 0.524.

The evolution of the norm of the constraint, see Figure 13, shows a similar be-
havior than in the inviscid case, even when a boundary layer around the propeller is
present. In addition, the complexity of the geometric model and he highly stretched
elements induce a lower minimum quality with respect to the isotropic case.
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Fig. 13: Evolution of the constraint norm (left) and minimum element quality (right)
over the iterations of the penalty method. Thin line denotes the tolerance of the
constraint norm, and gray dots denote the first iteration of a new polynomial degree
optimization.

5 Conclusions

We have presented a novel high-order mesh curving technique in which the bound-
ary elements of the high-order mesh are able to span and slide between different
geometric entities of the target model by using a virtual geometry kernel. To accom-
plish this, we have deduced a novel methodology to introduce the boundary condi-
tion of a high-order mesh curving problem based on the projection of the boundary
nodes onto the geometric model.

Currently, the proposed algorithm to solve the constrained minimization problem
is a penalty method. Nevertheless, we could solve the constrained minimization
problem using the augmented Lagrangian method, as we have done in other works.
Using the augmented Lagrangian formulation, the value of penalty parameter is
bounded and therefore, the condition number of the system matrix does not increase.
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13. R. Löhner. Improved error and work estimates for high-order elements. Int. J. Numer. Meth.
Fluids, 72:1207–1218, 2013.

14. Z.J. Wang, K. Fidkowski, R. Abgrall, F. Bassi, D. Caraeni, A. Cary, H. Deconinck, R. Hart-
mann, K. Hillewaert, H.T. Huynh, et al. High-order cfd methods: current status and perspec-
tive. Int. J. Numer. Meth. Fluids, 72(8):811–845, 2013.

15. A. Huerta, A. Angeloski, X. Roca, and J. Peraire. Efficiency of high-order elements for con-
tinuous and discontinuous Galerkin methods. Int. J. Numer. Meth. Eng., 96:529–560, 2013.

16. S. Dey, M. Shephard, and J.E. Flaherty. Geometry representation issues associated with p-
version finite element computations. Comput. Meth. Appl. M., 150(1–4):39–55, 1997.

17. S. Dey, R. O’Bara, and M. S. Shephard. Curvilinear mesh generation in 3D. Comput. Aided
Design, 33:199–209, 2001.

18. X. Luo, M. S. Shephard, J.-F. Remacle, R. O’Bara, M. Beall, B. Szabó, and R. Actis. P-version
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