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Figure 1: Comparison between user gaze and predicted saliency [4] during navigation in a stylized environment.

ABSTRACT
Data-driven saliency models have proved to accurately infer human
visual attention on real images. Reusing such pre-trained models in
video games holds significant potential to optimize game design and
storytelling. However, the relevance of transferring saliency models
trained on real static images to dynamic 3D animated scenes with
stylized rendering and animated characters remains to be shown. In
this work, we address this question by conducting a user study that
quantitatively compares visual attention obtained through gaze
recording with the prediction of a pre-trained static saliency model
in a 3D animated game environment. Our results indicate that the
tested model was able to accurately approximate human visual
attention in such conditions.
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1 INTRODUCTION
Recent advances in gaze recording devices have facilitated the de-
velopment of saliency models that quantify human attention based
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on specific geometric and colored features [8]. These models can
take advantage of recent machine learning techniques, by being
trained on large datasets of real-world annotated images. Once
learned, such saliency models are computationally efficient and can
robustly handle arbitrary images. Moreover, they have been proven
to reproduce visual attention in some real-world scenarios, such as
in robotics [6]. In the case of virtual scenarios, control-based gaze
behavior [2] has been shown to be effective in the design of atten-
tion systems. However, it remains to be seen whether such efficient
pre-trained saliency models can be a viable solution to predict user
attention in animated 3D virtual environments featuring game-like
rendering, instead of requiring the use of captured gaze-tracking
techniques [7].

To explore this point, we conducted a study to compare the visual
attention of humans in an animated stylized virtual environment
with a saliency model trained on real gaze data, but using static,
natural images. Participants’ visual attention data was recorded
using an eye-tracking software, while they perceived a 3D styl-
ized environment with various attention-grabbing stimuli. Video
recordings of the user-observed screen were also provided as in-
put to a pre-existing saliency model, able to predict saliency on a
frame-by-frame basis. Finally, we compared the output maps of this
saliency model to the user gaze heatmaps produced by eye-tracking
software during the user experiment. An example of similarity mea-
sured between the two outputs is depicted in Figure 1. We opted
for Kroner et al. [4]’s CNN-based visual saliency model which has
already been used as a gaze model in photo-realistic virtual environ-
ments [3]. In contrast, we tested the limits of this pre-trained model
for navigation in stylized scenes, which challenges its robustness.
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2 METHODOLOGY
In our user experiment, participants sat in a well-lit room behind
a clear background. They faced an RGB camera1 used by the eye-
tracking software GazeRecorder2 and a monitor screen displaying
the virtual world. After calibrating the software to capture land-
marks on the subject’s image, we record their gaze data as they
navigated the virtual environment through a fixed trajectory which
lasted approximately 38 seconds. Once the trajectory was complete,
we would stop recording and collect the output provided by Gaz-
eRecorder, consisting of two videos: one captures the user’s screen
view, while the other presents the same screen recording overlaid
with a heatmap representation of the gaze data. The stylized 3D
virtual environment presented a track through a forest, populated
by various elements designed to capture the user’s visual atten-
tion during navigation, such as static salient objects (fruit trees,
buildings and flowers) and moving animated objects (animals). We
conducted this experiment with a total of 50 participants, where
90% were between 18 and 35 years old, 76% had completed at least
high school, and 70% were familiar with computer graphics. The
gender distribution was balanced at 25 males and 25 females.

We directly compare the user gaze heatmaps obtained from
GazeRecorder with the saliency maps generated by the model when
we provide the participants’ screen recordings as input. Considering
the gaze heatmap of a participant generated by GazeRecorder 𝐻𝑢

(Figure 1 (a)), and the Saliency map 𝐻𝑠 generated using the saliency
model (Figure 1 (b)), we convert both maps into binary images,
by assigning an intensity value of 1 to any pixel in the map with
an intensity greater than zero. We call 𝐵𝑢 and 𝐵𝑠 the resulting
binarymaps.We consider the saliencymodel to correctly predict the
participant’s attention if 𝐵𝑢∩𝐵𝑠 ≠ ∅, i.e., if there is any overlapping
pixel between the two binary images. This operation is calculated on
a frame-by-frame basis for each participant’s gaze heatmap video,
as illustrated in Figure 1(c). Given that, the accuracy of the artificial
visual attention generated by the saliency model in comparison
to that of the users is defined as the number of frames where an
overlap between 𝐵𝑢 and 𝐵𝑠 was found, divided by the total number
of frames of the user’s video.

3 RESULTS
To ensure a fair comparison with the saliency model, we only con-
sidered user recordings that presented corresponding gaze data in
at least 70% of the frames regarding the total duration of the exper-
iment, which reduced the sample size to 9 users. This is caused by
gaze detection issues due to changes in the environment or slight
movements from the user. Figure 2 shows the calculated accuracy
of the saliency model’s predicted visual attention for this sample of
participants, with the average being 93.9%.

Indeed, our results indicate that Kroner et al.’s saliency predic-
tion model [4] effectively replicated human visual attention in a
stylized virtual environment with reasonable accuracy, when com-
pared to gazes captured from our small sample of participants. This
is particularly noteworthy when we consider results obtained in
previous studies [1, 5], where other deep learning models were less
successful in matching humans’ visual attention.

1The camera used had a max resolution of 720p and 30 fps.
2https://gazerecorder.com/
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Figure 2: Accuracy of the saliencymodel [4]’s predicted visual
attention compared to each participant’s gaze behavior.

4 CONCLUSION
This work evaluated how a visual saliency prediction model trained
with real image gaze data [4] performs when predicting salient
regions in a stylized, game-like virtual environment. We achieved
that by comparing the model’s visual attention behavior with that
of real humans exposed to the same stimuli in the same virtual
world. As for limitations, using a camera-based eye-tracking soft-
ware for capturing gaze data from the participants introduced some
inaccuracy which led to us not being able to use all of the data
collected in this study. We chose to thoroughly evaluate only one
particular saliency model as it had already been tested in realistic
virtual environments. However, for future work it would be inter-
esting to evaluate other saliency models found in the literature, and
to use different comparison metrics. Overall, our study provides a
valuable insight for the game and virtual reality communities, by
showing that some existing ML-based visual saliency models are
already applicable to gaze prediction in non-photorealistic virtual
navigation scenarios.
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