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## Goals

Markov process $\boldsymbol{X}$ on state space $\mathrm{X}=\mathbb{R}^{\ell}$ Transition semigroup: for $t \geq 0, x \in \mathrm{X}, A \in \mathcal{B}$,

$$
P^{t}(x, A):=\mathrm{P}_{x}\{X(t) \in A\}:=\operatorname{Pr}\{X(t) \in A \mid X(0)=x\}
$$

Operator notation: for $f: \mathrm{X} \rightarrow \mathbb{R}$, signed measure $\nu$ on $(\mathrm{X}, \mathcal{B})$ :

$$
\begin{aligned}
P^{t} f(x) & =\int f(y) P^{t}(x, d y) \\
\nu P^{t}(A) & =\int \nu(d x) P^{t}(x, A)
\end{aligned}
$$

Generator $\mathcal{D} \quad(=P-I$ in discrete time)
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Approach: New operator norm for spectral theory.
Stick to discrete time here

## Notation and Assumptions

Operator notation for geometric ergodicity (M\&T and K\&M): $v: \mathrm{X} \rightarrow[1, \infty)$ continuous "weighting function".
For $f: \mathrm{X} \rightarrow \mathbb{R}$,
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Operator notation for geometric ergodicity (M\&T and K\&M): $v: \mathrm{X} \rightarrow[1, \infty)$ continuous "weighting function".
For $f: \mathrm{X} \rightarrow \mathbb{R}$,

$$
\|f\|_{v}:=\sup _{x} \frac{|f(x)|}{v(x)} .
$$

Corresponding Banach space:

$$
L_{\infty}^{v}:=\left\{f: \mathrm{X} \rightarrow \mathbb{R}:\|f\|_{v}<\infty\right\}
$$

Geometric ergodicity: There is $b_{0}<\infty, \varrho_{0}<1$ such that

$$
\left\|\widetilde{P}^{t}\right\|_{v} \leq b_{0} \rho_{0}^{t}, \quad t \geq 0 ; \quad \widetilde{P}^{t}=P^{t}-\mathbf{1} \otimes \pi
$$

$\Longleftrightarrow$ spectral gap in $L_{\infty}^{v}$
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$$
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We will stick to $k=1$ :

$$
\|f\|_{v, 1}=\max \left\{\|f\|_{v},\left\|\partial^{1} f\right\|_{v}, \ldots,\left\|\partial^{\ell} f\right\|_{v}\right\}
$$
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A4 Donsker-Varadhan drift condition:

$$
\begin{equation*}
\mathcal{H}(V):=\log \left(P e^{V}\right)-V \leq-\delta W+b \mathbb{I}_{C} \tag{DV3}
\end{equation*}
$$

$V=\log (v)$ and $W \in L_{\infty}^{v, 0}$ coercive, $C$ compact. $\quad[K \& M, \mathrm{~L} . \mathrm{Wu}]$
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Corollaries: Discrete spectrum and $\ldots$ there is $b_{0}<\infty$ and $\varrho_{0}<1$ s.t.

$$
\left\|\widetilde{P}^{t}\right\|_{v, 1} \leq b_{0} \varrho_{0}^{t}, \quad t \geq t_{1}
$$

Interpretation: for $f \in L_{\infty}^{v, 1}, \quad P^{t} f(x) \rightarrow \pi(f), \quad \partial^{i} P^{t} f(x) \rightarrow 0$, uniform geometric convergence rate.

Proof: Truncation of $P^{t_{1}}$ to compact domain, as in [K\&M 200X]; $\operatorname{Spectrum}_{L_{\infty}^{v, 1}}\left(P^{t}\right) \subseteq$ Spectrum $_{L_{\infty}^{v}}\left(P^{t}\right)$

## Connection with Lyapunov Exponents

Remains a mystery
Sensitivity process: $\quad \mathcal{S}^{\top}(t)=\frac{\partial}{\partial X(0)} X(t)$
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## Connection with Lyapunov Exponents

Remains a mystery

Sensitivity process: $\quad \mathcal{S}^{T}(t)=\frac{\partial}{\partial X(0)} X(t)$

$$
\begin{aligned}
& \mathcal{S}(t+1)=\mathcal{A}(t+1) \mathcal{S}(t), \quad \mathcal{S}(0)=I \\
& \text { where } \mathcal{A}^{T}(t):=\nabla_{x} a(X(t-1), N(t)) .
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$$

Lyapunov exponents: $\quad \Lambda=\lim _{t \rightarrow \infty} \frac{1}{t} \log \|\mathcal{S}(t)\| \quad$ a.s.

$$
\Lambda_{p}=\lim _{t \rightarrow \infty} \frac{1}{t} \log \mathrm{E}\left[\|\mathcal{S}(t)\|^{p}\right]
$$

Gradient representation:

$$
\begin{gathered}
\nabla P^{t}=Q^{t} \nabla \\
Q^{t} g(x):=\mathrm{E}_{x}\left[\mathcal{S}^{T}(t) g(X(t))\right], \quad g=\nabla c .
\end{gathered}
$$
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Example: affine parameterization,

$$
h_{\alpha}^{\theta}(x)=\kappa(\theta)+\sum_{j=1}^{\ell} \theta_{j} \psi_{j}(x), \quad \psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{\ell}
$$

## Discounted cost value function

Value function: $\quad h_{\alpha}(x)=\sum_{t=0}^{\infty} \alpha^{t} \mathrm{E}[c(X(t)) \mid X(0)=x]$
Goal of $\nabla$-TD learning: $\quad \theta^{*}=\underset{\theta}{\arg \min } \mathrm{E}_{\pi}\left[\left\|\nabla h_{\alpha}^{\theta}(X)-\nabla h_{\alpha}(X)\right\|^{2}\right]$
Recover missing constant:

$$
\begin{aligned}
h_{\alpha}^{\theta}(x) & =\theta^{\top} \psi(x)+\kappa(\theta) \\
\kappa(\theta) & =-\theta^{T} \pi(\psi)+\pi(c) /(1-\alpha) \\
\Longrightarrow \quad \pi\left(h_{\alpha}^{\theta}\right) & =\pi\left(h_{\alpha}\right)=\pi(c) /(1-\alpha)
\end{aligned}
$$

## Gradient Representation

Goal of $\nabla$-TD learning:

$$
\theta^{*}=\underset{\theta}{\arg \min } \mathrm{E}\left[\left\|\nabla h_{\alpha}^{\theta}(X)-\nabla h_{\alpha}(X)\right\|^{2}\right], \quad X \sim \pi
$$

Representation:

$$
\begin{aligned}
\nabla h_{\alpha}(x) & =\sum_{t=0}^{\infty} \alpha^{t} \nabla P^{t} c(x) \\
\Longrightarrow \quad \nabla h_{\alpha} & =\Omega_{\alpha} \nabla c:=\sum_{t=0}^{\infty} \alpha^{t} Q^{t} \nabla c(x) \\
& =\sum_{t=0}^{\infty} \alpha^{t} \mathrm{E}\left[\mathcal{S}^{T}(t) \nabla c(X(t)) \mid X(0)=x\right]
\end{aligned}
$$
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& \quad \nabla h_{\alpha}=\Omega_{\alpha} \nabla c
\end{aligned}
$$
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$$

Adjoint gives causal representation:

$$
\begin{aligned}
b_{i} & =\left\langle\partial^{i} \psi, \Omega_{\alpha} \nabla c\right\rangle \\
& =\left\langle\Omega_{\alpha}^{\dagger} \partial^{i} \psi, \nabla c\right\rangle
\end{aligned}
$$

## Adjoint Representation of $\theta^{*}$

Goal of $\nabla$-TD learning:

$$
\theta^{*}=\underset{\theta}{\arg \min } \mathrm{E}\left[\left\|\nabla h_{\alpha}^{\theta}(X)-\nabla h_{\alpha}(X)\right\|^{2}\right], \quad X \sim \pi
$$

Solution:

$$
\begin{aligned}
\theta^{*} & =M^{-1} b \\
M & =\mathrm{E}_{\pi}\left[(\nabla \psi(X))^{T} \nabla \psi(X)\right] \\
b & =\mathrm{E}_{\pi}\left[(\nabla \psi(X))^{T} \nabla h_{\alpha}(X)\right] \\
& \quad \nabla h_{\alpha}=\Omega_{\alpha} \nabla c
\end{aligned}
$$

Adjoint gives causal representation:

$$
\begin{gathered}
b_{i}=\left\langle\partial^{i} \psi, \Omega_{\alpha} \nabla c\right\rangle \\
=\left\langle\Omega_{\alpha}^{\dagger} \partial^{i} \psi, \nabla c\right\rangle=\mathrm{E}_{\pi}\left[\varphi(t)^{T} \nabla c(X(t))\right] \\
\varphi(t)=\sum_{k=0}^{\infty} \alpha^{k}[\mathcal{A}(1+t-k) \mathcal{A}(2+t-k) \cdots \mathcal{A}(t)]^{T} \nabla \psi(X(t-k)), \quad t \in \mathbb{Z}
\end{gathered}
$$

## Differential Least Squares Temporal Difference Algorithm

$\nabla$-LSTD algorithm

$$
\begin{aligned}
\varphi(t) & =\alpha \mathcal{A}^{T}(t) \varphi(t-1)+\nabla \psi(X(t)) \\
b(t) & =\left(1-\gamma_{t}\right) b(t-1)+\gamma_{t} \varphi(t)^{T} \nabla c(X(t)) \\
M(t) & =\left(1-\gamma_{t}\right) M(t-1)+\gamma_{t} \nabla \psi(X(t)) \nabla \psi(X(t))^{T} \\
\theta(t) & =M^{-1}(t) b(t)
\end{aligned}
$$
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$\nabla$-LSTD algorithm

$$
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b(t) & =\left(1-\gamma_{t}\right) b(t-1)+\gamma_{t} \varphi(t)^{T} \nabla c(X(t)) \\
M(t) & =\left(1-\gamma_{t}\right) M(t-1)+\gamma_{t} \nabla \psi(X(t)) \nabla \psi(X(t))^{T} \\
\theta(t) & =M^{-1}(t) b(t)
\end{aligned}
$$

Algorithm is amazing:
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Thank you!
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