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TURNING A TWO-PLAYER ONE-PERIOD FINITE GAME INTO AN
N-PLAYER GAME

» Start with your favorite Two-Players, One Period, Finite States
> Prisonner Dilemma (or Rock-Paper-Scissor, or .... )
> Payoff
F(OC,O/) = 1&:C(R1a':C — S1a’:D) + 1a:D(T1a’:C — P1a’:D)
withT>R>0>-S>—-P
» N-player Game
> Fix aninteger N > 2
> Afamily (N(; ) jez= of independent Poisson processes
N(,"/') = (N(I,j)(t))iZO with rates 1/[N(N — 1)]
» Dynamics
> If one of the Poisson processes, say N(; ;) jumps at time ¢,
> we let players i and j play an instance of the one stage game.
> If they use strategies ai and o/, their wealths Y,’ and Y{ are updated:

Vi=Yi +Flaba)  and Y=Yl +F(d)a)



EVOLUTIONARY GAMES

Axelrod (1984), Frank (1993,1994)
» N agents do not consciously optimize over strategic alternatives.
» they inherit a fixed strategy (a phenotype) at birth
» individuals are "hard-wired" to execute a fixed strategy
» they repeat this inherited strategy over and over and over and over .....

» For the Prisonner Dilemma game individuals are "hard-wired" to
execute a fixed strategy C or D

» Assume that the proportion of players wired with C is p

» Assume the players match at random, and when they do, they play a
round of Prisonner Dilemma gate.

» In such a game their expected payoffs are given by:

E[Cl=pR—-(1-p)S and E[D] =pT — (1 —p)P



DEMOGRAPHIC VERSION

J. Epstein
» Still hard-wired individuals of types C and D
Epstein added a spatial component
> minteger, T2, = (Z/mz)?
> Fori=1,---,N, (X = (X/)>0 i.i.d. standard random walks on T2
> Players i and j are allowed to play at time t if
> N j(t) jumps
> Y/ > 0and Y,j >0
> X =X
The state of player i evolves as (X{, Y{,Z') where Z' = C or Z' = D does
not change with time.

Showed in Monte Carlo simulations zones of cooperation occur

v

v

v

The Demographic Prisonner Dilemma game is not really a (dynamic)
game since the control / strategy Z' does not change with time !

v



DYNAMIC GAME VERSION OF DPD

» Allow players to change type (C or D) dynamically as a function of Y;
» Player i changes his/her status (control) dynamically (¢§( Y{) =CorD)
» Speed up the spacial walks X{ — X4, for A " co

» Homogenization (Gibaud) using T. Kurtz limit theorems for Markov
processes

> For each feedback (Markovian) ¢ = (¢',--- ,¢N), ¥ = (YM',... [ YAN)

with with Y27 = (Y'),5o wealth of player i converges as A ' co
> Essentially, homogemzahon in limit A\ " oo brings the physical positions

(XtA 1, ,X,A N) to be picked according to their invariant measure



DYNAMICS OF THE DEMOGRAPHIC GAME

v

If one of the Poisson processes, say N; ; jumps at time ¢,

v

one checks that the players i and j are still in the game,

v

that their physical states X/ and X{ are neighbors,

v

if so, they play an instance of the one stage game.

v

If they use strategies o/ and o/t their respective wealths are updated in
the following way:

Yi=Y_+F(ard), and Y/ =Y +F(d,a).



CREDITS & STARTING POINT

» Repeated Prisonner Dilemma Game exhibits same repeated one stage
Nash equilibrium

» Infinite horizon, depending upon discount factor, zones of cooperation
occur
J. Epstein
» Added a spatial component
» Showed in Monte Carlo simulations zones of cooperation occur

Gibaud revisited Epstein’s DPD model
» proved

> homogenization of the spatial component (T. Kurtz limit theorems for Markov
processes)
» propagation of chaos of the homogenized model (A.S. Sznitmann)



DYNAMIC DPD AS AN N-PLAYER GAME WITH MEAN FIELD
INTERACTIONS

Ye=Y+ (irf) (Ys ,H(Ys— )N// (ds)
0.4 (i /)EI*

with ¢ j) = (L,DEI.J), . ,<p{\{7j)) are RN-valued
> If k fixed, Lpé".j) =0unlessk=iork=j

> Goal: rewrite the dynamics of Y,k to emphasize the role of Y{ with j # k

Fix k & rewrite the Poisson measures Nj and Ny; as:

Ni(dt) = 1 ,N dt, d
ik(alt) /[071] (21 < oy N (0 OW)

N—1
and
Nij(dt) = 1.0 o). N?(dt, dw
hi(at) /[071] (D1 e 210 N )
where

» N' and N2 are independent Poisson random measures on [0, co) x [0, 1] with
intensity 5 Lebo

> (ot)t>0 is a predictable process with values in the set of one-to-one maps from
{1,---,N}\ {k} onto {1,--- , N — 1} which we shall specify later on.



MASSAGE THE FORMULA

We have:
N
vk — yk 4 / K Yo 6(Ysr ) 1ot oot N (dls, o
o /:;# ooy T PN gz oy oy N (05, W)
N
k N2
(Yoo, d(Ye ) 1 o) oo NP(ds, dw) (1
+/:1Z/:#k/[0,t]><[0,1]sokj( 5= Yo Nt e gy NV ) M
N
~ v+ [ A (Yor (Yo N gaines _ oun; ) N(ds, aW)
0 [0,8]x[0,1] i:;#k i(Ys (¥s-)) [ %(211<W§NS£1)]>

where N(ds, dw) = N'(ds, dw) + N?(ds, dw) is Poisson random measure on
[0,00) x [0, 1] with intensity Leb,.



SEARCH FOR BEST RESPONSE OF PLAYER k

Assume all players j # k use same strategy ¢, and find best response ¢* by
player k

Y=Y
N ~ .
+/ 1Y;<,>o Z 1Y;7>0F(¢k(yskf)v¢k(yslf)
[0,41x[0,1] Tk
1[05(211<WS ZS,(')JN(O'S’ aw)



CHOOSE THE PREDICTABLE 0¢(/) APPROPRIATELY

» Order the wealths Yt“)’*k < Y,(Z)‘fk

» Choose o;: {1,--- ,N}\ {k} —» {1,--- ,N

(), —k _
Yt' =

> Denote by ﬁt‘k tje empirical measure

Ya;‘(f)

t

)

Mk _
Hy

< Yf(N—1),—k
— 1} so that

i=1,- ,N-1.

- N 1 Z/ 1, l;ék6Y’

> Denote [0,1] > w — ét‘k(w) € [0, o) its quantile function

From
N—1 ()

Yk:Yk/ 10—k o F(8M (e, 34( Y. 1,
CE0H fo o >0<,:1 R
and - .

- ! A —k =k

N TSN w)y =YD t>0
we get

vE= Y [ (e Ok w). o (VE ), (@) ) s, o)
[0,0%[0,1]



MEAN FIELD GAME PROBLEM

© Best Response Step:
» Fix a distributed feedback function & : [0, c0) x [0,00) 3 (t,¥) — ¢i(y) € A
» Fix a flow (fi¢)s>o of probability measures
> Solve:

T ~
SEPE[Q( Y1, 1) +/0 f(t, Ytzd’t:d)taﬁt)dt]
under the dynamic constraint:

Vi=Yorr [ F(Yer. Qe (w).9(Yer). 6(Qe- (W) ) N(os, ow)
[0,1]x[0,1]

where Q; denotes the quantile function of the probability measure fi;.

o Fixed Point Step: If (3,Y = (V;)¢>0) solves the above problem, demand:

b=2¢ and i =L(V), for 0<t<T.

4)



EXAMPLE WITH WEALTH IN {0, 1,--- , 100}, 1o = d59

Time evolution of the state distribution u(t)
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FIGURE: Time evolution of the total mass of the distribution ;. Killing has no effect.



EXAMPLE WITH WEALTH IN {0, 1,--- 50}

u(t)
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FIGURE: Left: Time evolution of total mass (killing if Y; < 0 or Y; > 50. Right: Time
evolution of the distribution u¢(y) fory = 0,1,--- ,50.



