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Wasserstein distance

Let o > 1, P and P be probability meas. on RY s.t.
Jza IX[2(P + P)(dx) < oc.

Definition of the p—Wasserstein distance

W, (P, ﬁ):( inf~/ |X—y|97r(dx,dy))
w€MN(P,P) JRIxRI

where M(P, ﬁ) is the set of “coupling” measures on RY x R? with
respective marginals P and P.

=

Dual Representation

We(P, P) = sup{ Jra &(x)P(dx) f]Rd dy)} where the

supremum runs over all pairs (¢, ) € Ll(P) x L1(P) such that
V(x,y) € RY xR, —¢(x) — ¢(y) < |x — y|°.
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Kantorovich potentials

» There exists a couple of Kantorovich potentials

(1, 9) € L1 (P) x L1(P) satisfying —1(x) — (y) < |x — y|
and such that

Wi(P.P) =~ [ 0P~ [ 3)P(),
Rd Rd
» One is the p-transform of the other :
U(x) = — inf {x—y|+P(y)}, d(y) = — inf {Ix—y[+(x)}.
YeR x€R
» For an (the when g > 1) optimal coupling m, since
Jasams =0 FUW))(dx, dy) = WE(P, P) = [y, gu [x—yl?m(dx, dy)

m(dx, dy) a.e., —p(x) —9(y) = |x — y|°.
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Objective

» Obtain a formula for the evolution of WZ(P;, P;) where
(P¢)e>0 and (Pt)¢>o are the marginals of two Markov
processes with respective generators L and L

» Possible applications :

> stability estimates when L = L and Py # Py,
» Convergence of P; to P; when (Py, L) — (P, L).
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Formal derivation

For each t > 0, let (th,{/;t) be Kantorovich potentials for (P, I~3t)

WE(P;, Py) = — . Ye(x) Pe(dx) — /R ) Pe(x) Pe(dx).

For every s > 0

3(Ps, P / Ye(x) Ps(dx) / 1/)t

As a consequence

We(Ps, /55) — W2(Py, Py)
Pe(x)(Pe(dx) — Ps(dx)) + y Ve(x)(Pe(dx) = Ps(dx))

Rd
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Formal derivation (2)

/Rdwt(x)(Pt(dx) s(dx)) // Lype(x)Pr(dx)dr J

For the choice s = t + h with h > 0, we deduce

1 ~ ~
- (WEPeih Pesn) = WP )

h
> /17<_ /tHh/Rszpt( (dx dr—/t+h/ Le(x)P r>

Taking the limit h — 07 yields

d ~ —~

W (Pta Pt) 2 —/ L’l’/Jt(X)Pt(dX) —/ L’l/}t(X)Pt(dX)
dt+ Rd Rd
In a symmetric way, the choice s =t — h leads to

d%W@(Pt,PtK —/Rd Lwt(x)Pt(dx)—/Rdmt(x)ﬁt(dx).
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A generic heuristic formula

W(PnPt /wt(XPth /"¢t Ptd)/)

Forall t >0

d - - -
d_W‘g(Ph Pt) = —/ Lwt(X)Pt(dX) — / L’(pt(X)Pt(dX) 0
t Rd R4
Integral formulation: for all 0 < s <t

WE(P:, Pe) — WE(Ps, P;) =

- [ wtoran+ [ 18007 0] ar
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Main Issues

We have to check the following facts in order to make the previous
heuristic rigorous:

» 1y € Dom(L) and ¥y € Dom(L)?
> Lopy € LPC(LY(Py)) and Lipy € LP'°LY(Py)?
» Differentiability of t —» W2(P;, P;)?
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Pure Jumps Markov Processes

LF() = A() [ (F0) = FG0) k)

L) = 300 | () = 00 ki, dy).

> A, Xjump rates,
» k, k probability kernels
Assumptions
> SUP,cRd max(A(x), M(x)) < oo
>t fpo |X]€F(P(dx) + P¢(dx)) is locally bounded.

Lemma

Let a > 1. If 54 |x|*Po(dx) < oo and

SUP,erd Jpa K(X,dy)ly — x|* < 400, then t = [p4 [x|*Pe(dx) is
locally bounded.
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Main Result

Theorem
>t fRd |Lape (x)| Pe(dx) + f]Rd |Z1;t(x)|’l-:’t(dx) is locally
bounded on (0, 4+00).
> t — WE(Py, P;) is locally Lipschitz on (0, 400) and for
almost every t € (0, c0)

d ~
SWiePy - [

dt R
> for every t > 0

L (3Pu(dx) - /

Lpe(x)Pe(dx) .
Rd

WE(P:, Py) — WE(Po, Po) =

4
t

_/O [/Rc’ Lap,(x)Pr(dx) —i—/RdLZ,(X)ﬁr(dx)] dr

4
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How to deal with the issues?

Proposition

Let P, P be two probability measures on R such that
Jra 11+ P(Ax) + [oa [y €A+ P(dy) < oo for some e > 0.

Then (1, 9) € L1E(P) x L1<(P).

> For t >0, P, is equivalent to Q = 3_, .y & where
Qn(dx) = / Po(dx0) [ A(x)k(x, dxj41). Permits to
( d\n .

transfer integrability from one marginal to another.

» Moreover [ A(x)k(x,dy)P:(dx) is absolutely continuous with
respect to @ and for f measurable and 0 < s < ¢,
if [5 Jraxpa A(x)rf( ) ( )| k(x, dy)P; (dx)dr < +00, then

Jra F(x)(Pe(dx) — f Jra LE(x)Pr(dx)dr.
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Application to Birth and Death process

Lf(x) =n(x)(f(x+1) — f(x)) + v(x)(f(x — 1) = f(x)), x € N
v(0)=0

Theorem (Joulin 2007)
Vt >0, W(Pr, Pr) < e Wa(Po, Po)

where x = infyen(n(x) + v(x + 1) — n(x + 1) — v(x)) is the
Wasserstein curvature

Estimation of W, (P, P:) with ¢ > 17
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Extension to general o

Proposition

Assume affine growth of the birth rate . Let o > 1, Py and Po
such that [ x(Po(dx) + Po(dx)) < co. Then, there exists a
constant C, € [0,+00) such that for any t > 0,

WE(P:, P) < WE(Po, Po)e "2t
t ~
+Gy(Lin(n) + Lip()) [ €O (WA(P,, )
0
+1{9>2}W (P,,P ))dl’

When p € (1,2], C, =1 and the second term is bounded from
—ntie—fegt

above by (Lip() + Lip(v)) Wa(Po, Po) &z
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Sketch of the proof

Let m, be an optimal coupling at time r
WE(Pt, Pr) = WE(Po, Po)
[ 3 mlon) (000r() = x4 1)+ )00 — b~ )

x,yeN

)T ) — By + 1) + o) Brly) — Trly — 1)))dr

=[x =yl

By optimality, 7,(dx, dy) a.e., =, (x) — zZ,(y)
Moreover, for all (z,w) € N2, —1,(z) —

(

Ve () + 8r(y) = (Wr(x + 1) +8(y)) < X+ 1= y]? = [x =y,
(
(

r(w) < |z — wl|? so that

V(X)) + ey +1)) < ly +1=x[% =[x = y[?,
Yix+ 1)+ 0y +1) < [x —y[o =[x —y|? = 0.

¢r(X) + Jr(}/)
Ur(x) + e (y) —




One-dimensional Piecewise Deterministic Markov Processes

LF(x) = V(x)F'( x) Jp (F(y) = F(x)) k(x, dy)
(i) The vector field V is IocaIIy Llpschltz and bounded.

(iii) 3IM < 00, supyer [ Lix—y>mk(x,dy) = 0.
(iv

)

(ii) A(x) is continuous and supxA(x) < oo.
)
)

» either Fo(x) = Po((—o0, x]) is continuous and

Vx, P({x})=0= Vx fR k(y, dx)P(dy) =0
> or Py(dx) and [ e~ - k(y, dx)dy have densities w.r.t. dx, .
(v) x — k(x,dy) is continuous for the weak topology.
vi) Jg |x]2(4€) Py(dx) < oo.
(vii) Fo is increasing and ( )

Fo(x + 1—Fy(x—y
=0 igﬂg ’(:O(X)y) Y 1— Fo(x) < ce®.

The hypotheses on the initial marginal are satisfied by

s = Le='% « Py such that WE(PE, Po) = e1+er (1 + o).
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Evolution of the Wassertein distance

Theorem

Let (Pt)¢>0 and (ﬁt)tZO be the time-marginals of two real valued
PDMP satisfying the previous Assumptions. Then for every t > 0

~ ~ t ~ o~ o~
WL‘JQ(Pt:Pt)_WL‘)Q(PmPO):_/O (AL¢rPr+AL¢rPr>df

» Approximation of L by L which is a pure jump generator
with intensity < % =

» In general, no equivalent measure permitting to transfer
integrability from one marginal to another,

» Use of the explicit optimal coupling in dimension d = 1 given
by the comonotonic inverse transform sampling :

Vi(x) = o(Fe H(Fe(x)) = x)|x = F M (Fe(x)122.
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Thank you for your attention.
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