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Abstract—In recent years, unmanned aerial vehicle (UAV) has been increasingly applied to traffic monitoring field, especially the vehicle detection. However, there are many challenges for vehicle detection in the UAV aerial video, such as camera shake, interferential targets and a wide range of change of scene. To solve these problems, a new vehicle detection system which is suitable for detection in UAV aerial video is proposed. We use the bit plane to extract the lane surface and use the extracted lane surface to limit the detection area. We improve the Vibe algorithm so that it can be used in rapidly changing scenes. In addition, the moving target screening strategy is proposed to screen moving vehicles. This paper is the first one to introduce bit plane into detection method. Our novel detection system is another major contribution. Experiments show that our system outperforms existing detection algorithms in terms of accuracy and computation time.

I. INTRODUCTION

In recent years, with the prosperity of the transportation industry, lane detection, vehicle detection and vehicle classification, etc. have become the most popular areas in the field of traffic monitoring [1]. At the same time, unmanned aerial vehicles (UAV), as a platform for collecting data, have been increasingly applied to traffic monitoring and other fields.

The application of UAV in vehicle detection has a series of advantages, such as flexibility, friendliness, adjustable traffic monitoring range, and on-demand image acquisition. However, there are also a series of challenges: (1) During flight, UAV could be affected by the weather. The UAV will shake and drift, so the aerial video will be swaying and distorting. (2) Due to the wide shooting range of UAV, aerial video will inevitably be introduced into the large background area, which will interfere with vehicle detection [2]. (3) UAV moves quickly and flexibly, resulting in rapid changes in background. (4) There are pedestrians and other moving interference targets. Because of these problems, the detection in aerial video needs to be robust, anti-interference and real-time.

In dynamic scenarios, motion based methods, such as the optical flow method and the motion vector based method, are expensive in computing and difficult to detect real-time. In the feature based method, the simple feature method is less robust, and the subarea method is complex, which is not suitable for real time detection. Deep learning based method, such as HDNN [3] and CNN system combined with SVM classifier [4], are used to detect in UAV images rather than aerial video. The background modeling method has faster detection speed than the feature based and motion based methods, and detect the moving target accurately.

In this paper, we study the best real-time algorithm in the current detection algorithm [20], the Vibe algorithm [14]. Many researchers have studied and optimized the algorithm. Li, et al. [5] integrated the adjacent frame difference with Vibe algorithm to remove the ghost area. The PBAS algorithm combined the advantages of the SACION algorithm and the Vibe algorithm, and optimized on these basis [6]. Ehsan Mahoor, et al. changed the pixel value in the sample set to the frame difference value, so even if the camera is jitter, their algorithm is still effective [7]. Jin and his colleges fused the improved Canny operator with the Vibe algorithm to get a more accurate foreground region [8].

Unfortunately, most of the improved Vibe algorithms are still limited to detect targets in static scenes, which is not suitable for detecting targets in moving aerial video. As mentioned, due to the large range of aerial video, the moving background area can be easily detected as the foreground target. In order to reduce the background complexity, we used lane information to restrict the detection area dynamically. Because of dramatic changes in the scene, we improved the Vibe algorithm to enable it to detect in a rapidly changing environment. There are interference targets, such as pedestrians. We proposed a series of vehicle screening criteria to screen these targets. To the author’s knowledge, this paper is the first one to introduce bit plane into detection method. In addition, the design of our vehicle detection system, which is suitable to detect in aerial video, is the paper's main contribution as well.

II. DYNAMIC DETECTION AREA

The scene in UAV aerial video often changes, and the detection area should be changing accordingly. In order to reduce the background complexity and limit the shooting range, the detection area should be limited to the lane surface. The traditional fixed ROI areas are not suitable for aerial video for they are updated very slowly or not updated. Therefore, we propose our dynamic detection area using the lane information.

The current lane detection methods include feature-based methods and model-based methods. In the model-based methods, the mathematical models of lane lines are established and optimized, such as line model, two degree curve model and hyperbolic model, etc. [9]. Feature-based methods use the color, texture, margin, etc. to extract lane. Most lane detection algorithms are designed according to the specific system tasks and application environments [10] [11] [12]. These algorithms are not universal when it comes to harsh environments such as raining or nightscape. Therefore, we design a lane detection
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algorithm based on bit plane, which is composed of lane surface extraction, lane detection and lane tracking.

A. Lane Surface Extraction

For further lane detection, frames are usually thresholding to generate the binary images, and edges are extracted by Canny operator on the binary images. In the thresholding, the integrity of the lane surface is damaged, which will affect further lane detection. Therefore, we introduce bit planes to maintain road integrity. The bit plane describes the grayscale attribute of the image. The grayscale of a m bit image can be expressed as a polynomial:

\[ p_m = a_{m-1}2^{m-1} + a_{m-2}2^{m-2} + \ldots + a_02^0 \]  

\( a_i (i = 0, 1, \ldots, m - 1) \) is the coefficient of the bit planes. An 8 bits image can be considered as 8 planes of 1 bit, including 4 high-old planes and 4 low-old planes. The high-old planes contains important information, such as the contours. The low-old contains the details of the image, as shown in Figure 1. In aerial video, the details of images change greatly, which is considered to be interference in dynamic area detection. In order to avoid small grayscale changes influencing the lane surface extraction greatly, we only use high old bit plane to get the dynamic area.

In different application scenarios, we choose bit planes according to illumination conditions. The 8th bit plane is usually used to extract the road surface. In raining or night scenery, we use the 7th bit plane. Even in bad weather and night scenes, the lane surface extraction results of bit plane are still better than the Ostu results. The experimental section will introduce the details of the experiment.

On the selected bit plane, we calculate the vanishing point of the road, i.e. where the lane vanishes. By calculating the average grayscale \( \mu_i \) of row \( i \) in the image (m rows and n columns), we get the vanishing point of lane:

\[ \mu_i = \frac{\sum_{j=1,2,\ldots,n}v_{i,j}}{n} \]  

\( v_{i,j} \) represents the pixel grayscale. On the vanishing point, the average grayscale \( \mu_i \) decrease sharply:

\[ |\mu_{i-1} - \mu_i| > T_1 \]  

The threshold \( T_1 \) is set according to the specific application scenario. The pixels above the horizon are undesired and these pixels will be set to zero.

B. Lane Detection

After extracting the lane surface, the Canny operator is used to detect edges on the binary 8th bit plane images. After the probability Hough transform, the straight line can be expressed as: \( \rho = x \cdot \cos \theta + y \cdot \sin \theta \), \( \rho \) is the distance from the line to the origin of the coordinate system. \( \theta \) is the angle between the line and the x axis.

\[ l = \begin{cases} l_f & \theta \in (90^\circ, 180^\circ) \\ l_r & \theta \in (0^\circ, 90^\circ) \end{cases} \]  

According to the angle \( \theta \), the straight line would be determined whether it belongs to the left lane \( l_f \) or the right lane \( l_r \), and the two lateral lines are collected respectively. Angle information is used to screen out the outermost lane on both sides. Finally, the outmost point \( P_t \), \( P_l \) of the outermost lanes of the left and right sides are used as the rectangle corners to achieve the dynamic detection area. The use of rectangles instead of other curves is to facilitate lane tracking and limit computation complexity.

C. Lane Tracking

Due to the jitter and mutation in aerial video, the dynamic detection areas between adjacent frames will change greatly. Therefore, the object located at the edge of the lane can be easily detected as a vehicle. Here, we use Kalman filtering to limit area variance [13]. Traditionally, Kalman filter is used to track \( \rho \) and \( \theta \) of lanes [21]. In our method, we track the outermost point of the lane. Take the left lane for example. Kalman filter uses previous state and current measurement to predict the optimal state. Lane tracking system can be described by linear stochastic differential equation:

\[ X_k = AX_{k-1} + BU_k + W_k \]  

\[ Z_k = HX_k + V_k \]  

The position and its variants are defined as the state vector \( X \), and the position is defined as the measurement vector \( Z \):

\[ X = [X_{P_l}, Y_{P_l}, X_{P_l}', Y_{P_l}']^T \]  

\[ Z = [X_{P_l}, Y_{P_l}]^T \]

This \( 4 \times 4 \) state updating matrix \( A \) is set to the unit matrix. The measurement matrix \( H \) is set to the identity matrix. Both \( W_k \) and \( V_k \) are respectively Gaussian white noise, i.e.

---

Figure 1. The binarization results for lane surface extraction. The top left is the original image. The bottom left is the binary image by the Ostu threshold. The others are the binary images by bit planes, ranging from bit plane 1 to bit plane 8. The high-older bit planes contains the main information of lane and the low-older bit planes contains the details.
\[ W_k \sim N(0, Q), V_k \sim N(0, R) \]. The Kalman filter is used to track the outmost points of lanes as follows.

The current state is predicted by using the optimization result of the former state \( X_{k-1|k-1} \). There is no control, so the \( U_k \) is set to 0. \( Q \) represents the noise matrix of the system, which is set to the identity matrix in the application. The measurement noise matrix \( R \) is set as an identity matrix. The specific calculation steps are as follows:

\[
X_{k|k-1} = AX_{k-1|k-1} + W_k \tag{7}
\]

\[
P_{k|k-1} = AP_{k-1|k-1}A^T + Q \tag{8}
\]

\[
X_k = X_{k|k-1} + K_k(Z_k - HX_{k|k-1}) \tag{9}
\]

\[
K_k = P_{k|k-1}H^T/(HP_{k|k-1}H^T + R) \tag{10}
\]

\[
P_{k|k} = (I - K_kH)P_{k|k-1} \tag{11}
\]

Through these steps, lane tracking is completed by the predicting of the outmost points of the lanes. Since each Kalman prediction requires only one iteration, the time cost is negligible. By designing the dynamic detection area, the background is effectively eliminated. The complexity of vehicle detection is reduced.

### III. Improved Vibe Algorithm

To the best of our knowledge, Vibe algorithm is used for the video surveillance in static background. When applied to the detection of dynamic scenes, there will be slow background updates and ghost problems [14] [15]. Therefore, we improved the Vibe algorithm and applied it to the dynamic scenes.

In Vibe, only one frame is needed to build the background model. By using adjacent pixels with spatial consistency, \( N \) samples are randomly selected from the eight neighborhoods as their sample set. The sample set of the whole image pixel is the initial background model. The sample set of any pixel \( M(x, y, t) \) in the image is \( M(x, y, t) = \{v_1, v_2, \ldots , v_i, \ldots , v_N\} \), \( v_i(i = 1, 2, \ldots, N) \) is the pixel value of the sample point.

The pixel \( M_1(x, y, t) \) in the current frame is defined as the center of a circle, and the \( R \) is defined as the radius of the circle recorded as \( SR(M_1) \). Compare \( M_1(x, y, t) \) with the pixel of the same position in the previous frame \( M \). If the intersection point is greater than the threshold \( T_{vibe} \), \#\{\( SR(M_1) \) \& \( M \)\} \( > T_{vibe} \), the current point \( M_1(x, y, t) \) is the background point, and enter the background update step.

When the current pixel is determined as a background pixel, it has a probability of \( 1/\sigma \) to update itself (\( \sigma \) is usually set to16), i.e., a pixel value \( v_i \) is randomly selected from the \( N \) samples to be updated. It also has a probability of \( 1/\sigma \) to update the neighbor pixels. The probability of sample point remained in the sample set decreases exponential over time. The background model can be updated quickly and effectively. When a pixel is continuously determined as foreground pixel of multi frames, it is updated to background pixel. That is to prevent the phenomenon of deadlock.

### A. Improvement

In static environment, the background is almost unchanged, and the Vibe algorithm is robust. However, when the UAV moves quickly, the camera jittering, the background changes drastically, and the amount of the foreground increases sharply. The ghost appears, and the false objects are eliminated very slowly. We use morphological open operation to eliminate the noise and then we use morphological close operation to fill the holes. At the same time, the previous scene model is not suitable for the current scene, so we set different update rates of \( 1/\sigma \) based on the complexity of the scene to speed up the elimination of false targets. In the current frame, the number of foreground targets is defined as \( \Sigma \):

\[
1/\sigma = \begin{cases} 1/16, & \Sigma^t < 10 \\ 1/4, & 10 \leq \Sigma^t < 20 \\ 1/2, & \Sigma^t \geq 20 \end{cases} \tag{12}
\]

As shown in Table 2, the scene updates faster with the increase of \( 1/\sigma \).

### IV. Vehicle Screening Method

After detection in dynamic detection area, a series of moving targets will appear. Therefore, we filter the moving targets to get vehicles. In aerial video, the widely used vehicle screening features, such as color, texture, shadow, texture, symmetry, are easily affected by illumination and other factors. Therefore, we provide our screening criteria: scale criteria, shape criteria, and direction criteria.

#### A. Scale Criteria

Vehicle detection is usually carried out at a fixed scale, and the scale characteristics of vehicles are generally ignored. The size of moving target in aerial video is related to the flight height of UAV. When the flight altitude is low, the moving target will be correspondingly large, and the smaller foreground target is the unwanted object, and vice versa. Therefore, UAV flight height can be used to determine the size of vehicle. Let \( V(x, y, t) \) represent the current moving target area. \( V_L \) and \( V_H \) are low threshold and high threshold of the vehicle area. \( H \) is defined as the flight height. \( V_L \) and \( V_H \) are the functions of \( H \). We use pinhole camera models to build the projection models.

The corresponding relation between the point coordinates in the real world coordinate system \( P(x, y, z) \) and the image pixel coordinates system \( (u, v, d) \) (\( d \) is depth data) can be described as:

\[
\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = C \cdot \begin{bmatrix} x \\ y \\ z \end{bmatrix} + T \quad d = z \cdot s \tag{13}
\]

\[
C = \begin{bmatrix} f_x & 0 & cx \\ 0 & f_y & cy \\ 0 & 0 & 1 \end{bmatrix} \tag{14}
\]

\( R \) and \( T \) are the camera attitudes. \( R \) represents the rotation matrix and \( T \) represents the translation matrix. \( C \) represents the internal parameter matrix of the camera. \( s \) refers to the scale factor of depth. \( f_x, f_y \) represent the camera focal length on the \( x \) and \( y \) axis in the camera coordinate system. \( cx, cy \) refer to the camera aperture center. \( f_x, f_y, cx, cy \) could be
obtained by camera calibration. Since the pod can be self-stabilized, we set the pod to always look down, and the optical axis of the pod is perpendicular to the ground. Therefore, the camera does not rotate and translate. \( R \) is set to a unit matrix \( I \), and \( T \) is set to zero. The above formula can be simplified to:

\[
\begin{align*}
u &= x \cdot f_x / z + c_x \\
v &= y \cdot f_y / z + c_y
\end{align*}
\]  
(15)

We use the laser on the UAV to obtain the distance \( z \) between the pod and the ground, which is similar to the flight height \( H \). Utilizing actual vehicle width and height, the vehicle size threshold \( V_L \) and \( V_H \) in the image can be obtained. If the size of current target is:

\[
V \ll V_L \text{ or } V \gg V_H \quad V_L = f(H), V_H = f(H)
\]  
(16)

It wouldn’t be the candidate vehicle targets. Remove current targets. The threshold \( V_L \) and \( V_H \) are set according to the specific application scenarios.

B. Shape Criteria

It is generally believed that the shape of the target vehicle is rectangular. Therefore, the ratio of target length \( l_t \) and target width \( w_t \) can be used to filter targets:

\[
r = l_t / w_t
\]  
(17)

When \( r > 6 \) or \( r < 0.5 \), it is not a candidate vehicle target.

C. Direction Criteria

In the lane where there is no crossing, the vehicles don’t move back and forth, so we propose the direction criteria: the motion direction of the candidate vehicle is monotonous. We introduce cross products to determine the direction. The algorithm is illustrated as follows:

**Algorithm**

The direction criteria

1. Take the target \( t \) of frame \( i \) as \( P_i(x_t, y_t) \) \( (i = 1, 2, 3 \ldots N - 2, N \text{ is the amount of frames}) \);
2. Take the same moving target \( t \) of adjacent frames as \( P_t(x_{t+1}, y_{t+1}) \) and \( P_t(x_{t+2}, y_{t+2}) \) calculate the cross product:

\[
c_p = |P_t(x_{t+1}) - P_t(x_{t+2})| \times \frac{P_t(x_{t+1}) - P_t(x_{t+2})}{|P_t(x_{t+1}) - P_t(x_{t+2})|}
\]

and record the result;
3. If \( c_p \) is different from the sign of posterior cross product \( c_p_{t+1} \), the direction of movement are different. The target isn’t considered as vehicle.
4. Repeat for the frames.

V. EXPERIMENT

We carried out several experiments to evaluate our vehicle detection system on aerial video and changedetection.net (CDnet) [21]. CDnet is one of the most widely used dataset for moving object detection. Experiment results are as follows.

A. UAV Platform

The UAV is designed and assembled independently by us. We use the DJI S900 UAV frame and 16000mAh, 6S LiPo battery. Flight control system consists of the STM32F427VI and TLG algorithm [16] [17] [18] [19]. The IMU unit uses the Xsens MTI-G-700. IMU and GPS collect data and calculate the necessary speed, position, angular velocity and attitude of UAV, so as to provide necessary data for flight control. The XBee module realizes real-time data exchange between ground station and UAV. The distance between UAV and moving target is obtained by using SF11 laser altimeter. The image acquisition device is a double axle pod, and the image processing algorithm is completed on the airborne PC104. The overall UAV system and parameters are shown in Figure 2 and Table 1.

<table>
<thead>
<tr>
<th>Table 1. Hardware system parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame Weight</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>3300g</td>
</tr>
<tr>
<td>2000g</td>
</tr>
<tr>
<td>Working Temperature</td>
</tr>
<tr>
<td>-10℃ to +40℃</td>
</tr>
<tr>
<td>Max Flight Time</td>
</tr>
</tbody>
</table>

![UAV physical map and UAV hardware diagram](image)

**Figure 2. UAV physical map and UAV hardware diagram.**

B. Lane Surface Extraction Experiment

As shown in Figure 1, the result of lane surface extraction based on bit plane is superior to the Ostu binarization result on the highway dataset (1700 frames). In order to verify the performance of the lane surface extraction method based on the bit plane in different environments, we test on traffic datasets (1570 frames) and fluidHighway dataset (1364 frames). Even if the scene of these datasets is night and the image quality is terrible, the bit plane can still extract the relatively complete lane surface.

C. Dynamic Detection Area Experiment

The dynamic detection area results are shown in Figure 3. Aerial video was taken in 5m, 10m, and 20m. The black line represents the outmost lanes. The blue rectangle is the detection area obtained from the outmost points, and the purple rectangle is the final detection area after Kalman filtering. It can be seen that the detection area can be effectively reduced.

D. Improved Vibe Algorithm Experiment

The results of the improved Vibe algorithm are shown in Table 2. With the change of background pixel update rate, background removal becomes faster and more effective. The improved algorithm can be applied to dynamic environment.
Table 2. Frame number for updating with different $\varphi$ value.

<table>
<thead>
<tr>
<th>Update rate $1/\varphi$</th>
<th>1/8</th>
<th>1/4</th>
<th>1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required frame amount for updating</td>
<td>100</td>
<td>70</td>
<td>60</td>
</tr>
</tbody>
</table>

E. Aerial Video Experiment

We compare our algorithm with Vibe algorithm, GMM algorithm and PBAS algorithm, because the Vibe is the basis of our algorithm, the GMM is frequently cited and utilized. The PBAS is nearly the best detection algorithms in recent years [20]. We add simple morphological operation to the original Vibe and GMM to eliminate noise. The experiment results are shown in Figure 4.

The images in Figure 4 are the Vibe results, GMM results, PBAS results and our system results. The average time cost per frame for the four algorithm is 23 milliseconds, 44 milliseconds, 42 milliseconds and 30 milliseconds. Our detection system is superior to other algorithms. After combining the dynamic detection area, the improved Vibe algorithm and the vehicle screening strategy, the vehicle detection system can detect the moving vehicles accurately in the dynamic large-scale environment.

F. CDnet Experiment

We test our method on the twoPositionPTZCam dataset, which belongs to the PTZ category in CDnet. As proposed in [21], detection algorithms have the lowest performance on the PTZ category due to the camera jitter, and the camera jitter is inevitable in aerial video. The main advantage of this comparison is that we can easily compare our method with many most advanced methods which have been ranked according to the following measures. The evaluation used by the CDnet is in Table 3 and the results are in Table 4.

<table>
<thead>
<tr>
<th>TP (True Positive)</th>
<th>Pixel number labeled as foreground correctly.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP (False Positive)</td>
<td>Pixel number labeled as foreground incorrectly.</td>
</tr>
<tr>
<td>FN (False Negative)</td>
<td>Pixel number labeled as background correctly.</td>
</tr>
<tr>
<td>TN (True Negative)</td>
<td>Pixel number labeled as background correctly.</td>
</tr>
<tr>
<td>Re (Recall)</td>
<td>$TP / (TP + FN)$</td>
</tr>
<tr>
<td>Sp (Specificity)</td>
<td>$TN / (TN + FP)$</td>
</tr>
<tr>
<td>FPR</td>
<td>$FP / (FP + TN)$</td>
</tr>
<tr>
<td>FNR</td>
<td>$FN / (TP + FN)$</td>
</tr>
<tr>
<td>Precision</td>
<td>$TP / (TP + FP)$</td>
</tr>
<tr>
<td>PWC</td>
<td>$100 * (FN + FP) / (TP + FN + FP + TN)$</td>
</tr>
<tr>
<td>F-Measure</td>
<td>$(2 * Precision * Re) / (Precision + Re)$</td>
</tr>
<tr>
<td>Average ranking</td>
<td>$(Re + Sp + FPR + FNR + PWC + F-Measure + Precision) / 7$</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, an UAV airborne vehicle detection system is proposed. We use the bit plane to limit dynamic detection area, reduce the background complexity and improve detection efficiency. Then the Vibe algorithm is improved so that it can be applied to dynamic scenes. Finally, the foreground targets are filtered to get the moving vehicles. Experiments show that the vehicle detection system is accurate, robust and real-time.
Therefore, the system has a broad application prospect. Because of the outdoor working environment, improving the robustness of lighting is a good direction for future work.
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