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Unsupervised Domain Adaptation

• No labeled images are used in Unsupervised Domain

Adaptation (UDA)

• Suitable for varying weather conditions

• Known Conditions: Source domain, New Conditions:

Target Domain

• Our Contributions:

• Obtain a single model that can classify the surroundings in

different weather conditions

• No labeled image during adaptation training from both

domains

• Adaptation by optimizing only a small set of parameters
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Problem Overview
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Intuition for Distance

Gaussian Distribution with 5 center in 2D. Now we try to

generate data that is similar to this distribution. 7/18



Intuition for Distance

New data don’t fit to the distribution, therefore the distribution

distance between yellow points and green points D >> 0. 7/18



Intuition for Distance

Data fit to the distribution, therefore the distance is small. D≈0.
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Intuition for Distance

We add color to track the origins of the points.
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Intuition for Distance

These are the original locations of the points. They don’t

necessarily converge to the closest Gaussian center. 7/18



Intuition for Distance

After adding self-supervision loss, the data converge to the

closest center. 7/18



Intuition for Distance

Another example. The original locations are shown with circles,

the lines represent the direction of motion. 7/18



Three alternatives for Similarity Distance

• Self-supervision loss: λlg (̂fs,G(̂fs))

• Wasserstein (W-GAN):
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• Jensen-Shannon Distance (GAN):

inf
G(.)∈G

inf
φ∈Φ

E

[

log(Dφ(̂fs))
]

+ E

[

log(1 − Dφ(G(̂fs)))
]

+λlg (̂fs,G(̂fs))

• Maximum-Mean Discrepancy (MMD):
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Implementation in SegNet

Segnet, Discriminator.
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Quantitative Evaluation

• Tested on SYNTHIA Dataset: Synthetic dataset with

images from a simulator.

• Various weather and driving conditions.

• Selected conditions: Spring (Source Domain), Winter,

Night.

• For Winter-01, the images are observed and adapted.

(same for Night)

• For Winter-06, the adapted model to Winter-01 is used; no

additional adaptation training. (same for Night)
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Quantitative Results

Table 1: Adaptation to Winter for SYNTHIA with SegNet

% mIoU Init FGL+W1 FGL+JS FGL+MMD

Spring-06 59.8(0) 59.4( -0.7) 59.5(-0.4) 59.7(-0.2)

Winter-01 55.9(0) 61.7( 10.4) 60.6( 8.4) 59.6( 6.6)

Winter-06 47.8(0) 48.5( 1.4) 48.5( 1.4) 48.5( 1.5)

Table 2: Adaptation to Night for SYNTHIA with SegNet

% mIoU Init FGL+W1 FGL+JS FGL+MMD

Spring-06 59.8(0) 59.7(-0.1) 59.9(0.2) 60.0(0.4)

Night-01 53.7(0) 58.6( 9.1) 58.2(8.4) 57.5(7.0)

Night-06 35.6(0) 38.8( 8.9) 38.3(7.6) 38.4(7.8)
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Qualitative Evaluation - Synthia Dataset
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Qualitative Evaluation - Future Work - Cityscapes Dataset
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KITTI Dataset

• 200 Training, 200 Test images.

• 19 class labels, similar annotation with Cityscapes.
15/18



Late Breaking Result from KITTI Dataset

• Adaptation from cityscapes labels.

• No labels from KITTI dataset are used for learning.

• Further details in the future work.

• We are better than 10 other supervised methods, and

better than the other only adaptation method.
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Summary

• A method that can be used in different weather conditions

during the same ride.

• No source labels during adaptation training thanks to

self-supervised loss.

• Fast training since only a portion of the parameters are

updated.
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