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Introduction
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Unsupervised Domain Adaptation

¢ No labeled images are used in Unsupervised Domain
Adaptation (UDA)

e Suitable for varying weather conditions

e Known Conditions: Source domain, New Conditions:
Target Domain
e Our Contributions:
e Obtain a single model that can classify the surroundings in
different weather conditions
e No labeled image during adaptation training from both
domains
e Adaptation by optimizing only a small set of parameters
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Intuition for Distance
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Gaussian Distribution with 5 center in 2D. Now we try to
generate data that is similar to this distribution. Tl



Intuition for Distance
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New data don’t fit to the distribution, therefore the distribution

distance between yellow points and green points D >> 0. Tl



Intuition for Distance
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Data fit to the distribution, therefore the distance is small. D~0.
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Intuition for Distance
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We add color to track the origins of the points.
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Intuition for Distance
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These are the original locations of the points. They don'’t
necessarily converge to the closest Gaussian center. Tl



Intuition for Distance
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After adding self-supervision loss, the data converge to the
closest center. 7118



Intuition for Distance
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Another example. The original locations are shown with circles,

the lines represent the direction of motion. Tl



Three alternatives for Similarity Distance

Self-supervision loss: My(fs, G(fs))
Wasserstein (W-GAN):

o7t 5 Int B [Dy(f)] — E [Dy(G(H)] + No(Es. Glfs)

Jensen-Shannon Distance (GAN):

o7t It E [log(Dy(fs))] + E [log(1 — D, (G(Fs)))

+\y(fs, G(fs))

Maximum-Mean Discrepancy (MMD):
MMDy (Prp, Prg) = Efsjslk(fs,fs/) + Ep, 1, k(fr, f) »
— 2; ¢ k(fs, 1)
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Implementation in SegNet

Segnet, Discriminator.
Block 1 ——friices ::::EGEE-‘E;
< Blocks] G Block la o
|
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Results
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Quantitative Evaluation

e Tested on SYNTHIA Dataset: Synthetic dataset with
images from a simulator.

e Various weather and driving conditions.

e Selected conditions: Spring (Source Domain), Winter,
Night.

e For Winter-01, the images are observed and adapted.
(same for Night)

e For Winter-06, the adapted model to Winter-01 is used; no
additional adaptation training. (same for Night)
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Table 1: Adaptation to Winter for SYNTHIA with SegNet

% mloU Init | FGL+W1 | FGL+JS | FGL+MMD
Spring-06 | 59.8(0) | 59.4( -0.7) | 59.5(-0.4) | 59.7(-0.2)
Winter-01 | 55.9(0) | 61.7( 10.4) | 60.6( 8.4) | 59.6( 6.6)
Winter-06 | 47.8(0) | 48.5( 1.4) | 48.5(1.4) | 48.5(1.5)

Table 2: Adaptation to Night for SYNTHIA with SegNet

% mloU Init | FGL+W1 | FGL+JS | FGL+MMD
Spring-06 | 59.8(0) | 59.7(-0.1) | 59.9(0.2) | 60.0(0.4)
Night-01 | 53.7(0) | 58.6( 9.1) | 58.2(8.4) | 57.5(7.0)
Night-06 | 35.6(0) | 38.8( 8.9) | 38.3(7.6) | 38.4(7.8)

Quantitative Results
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Source Domain Preserves High Accuracy

RGB of Known Weather Condition {Source Domain} Ground Truth

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwark Architecture: Seghet
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Target Domain Improves
RGE of Mew Weather Condition (Target Domain)

Observed During Adaptation Training k Ground Truth - Not used during training

corrected as void

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwark Architecture: SeghMet
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Target Domain Improves
RGE of Mew Weather Condition (Target Domain)
Observed During Adaptation Training

Ground Truth - Not used during training

wrong: parts of road is detected as void corrected as road
|

£

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwark Architecture: SeghMet
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Target Domain Improves
RGE of Mew Weather Condition (Target Domain)
Mot Observed During Adaptation Training

Ground Truth - Not used during training

partially corrected

void is |labeled as vegetation, but it should be

bejed as ‘not recognized’ labeling corrected as void

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwark Architecture: SeghMet
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Target Domain Improves
RGE of New Weather Condition (Target Demain)

Not Observed During Adaptation Trainin. Ground Truth - Not used du.ring training

labeling corrected as road

Initial Model Estimation Adapted Model Estimation
{No Adaptation} Metwork Architecture: SegNet
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Qualitative Evaluation - Synthia Dataset

SYNTHIA Dataset - Target Domain Improves
RGE of Mew Weather Condition (Target Demain)

Mot Observed During Adaptation Trainin Ground Truth - Not used during training

labeling comrected as road
wrong: road labeled as lanemark (result of future work)

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwork Architecture: Seghet
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Source Domain Preserves High Accuracy

RGB of Known Weather Condition {Source Domain} Ground Truth

Initial Model E: i ation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of fff ffther Condition {Target Domain)

!

Ground Tryth - Not used during training

Background vegetation missing Rackyrognd w;getat?on thebectnd

/// i

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileMet V2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Mot used during training

Truck detected
Truck not detected {
|
|

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Network Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Mot used during training

signs, lights and poles not detected Signs, lights and poles not detected
b

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Source Domain Preserves High Accuracy

RGB of Known Weather Condition {Source Domain} Ground Truth

ok

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Mot used during training

: . -

Lights detection missing Lights deiecind \

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwork Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Mot used during training

. "

Part of road detected as sky erronously Road detected/correc(!y as road
i

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Mot used during training

. et

Signage not detected Signage ds‘ECtEU

& fi?

o

e

Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {‘!hrget Do Ground Truth - Mot used during training

Polas. andibikes not detcctcd Poles and bikes detected
Initial Model Estimation Adapted Model Estimation
(Mo Adaptation) Metwark Architecture: MobileNet W2
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Qualitative Evaluation - Future Work - Cityscapes Dataset

Foggy Cityscapes Dataset - Target Domain Improves

RGH of New Weather Condition {Target Domain) Ground Truth - Not used during training

Background detalls such as sky and vegetatian Background details are improved

net fully explored
~— o

Initial Model Estimation Adapted Model Estimation
(No Adaptation) Metwark Architecture: MobileNet W2
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KITTI Dataset

The KITTI Vision

SKIT

Karlsruhe Institute of Technology

Benchmark Suite

A pioject of Karlsnshe Wstitute of Techi
ansd Tayotn Technaiopical swtitite

—
home setup stereo flow sceneflow depth odometry object tracking road “semantics rawdata submit results

Andreas Geiger (MPI Tlibingen) | Philip Lenz (KIT) | Christoph Stiller (KIT) | Ragquel Urtasun (University of Toronto

Semantic Segmentation Evaluation

This is the KITTI semantic segmentation benchmark. |t consists of 200 semantically annotated train as well as 200 test images corresponding to
the KITTI Stereo and Flow Benchmark 2015. The data format and metrics are conform with The Cityscapes Dataset.

e 200 Training, 200 Test images.

e 19 class labels, similar annotation with Cityscapes. s



Late Breaking Result from KITTI Dataset

Better than iOsupe r\nééd methods
Better than the othér adapted moderl:

Wiihb'ut adaptafion, the modsl would be on the”
T Zth.place. There-exists one more. rnodel with
— adaptatlon ‘at 8th place™ :

Adaptation from cityscapes labels.

No labels from KITTI dataset are used for learning.
Further details in the future work.

We are better than 10 other supervised methods, and
better than the other only adaptation method.
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Summary
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o A method that can be used in different weather conditions
during the same ride.

e No source labels during adaptation training thanks to
self-supervised loss.

e Fast training since only a portion of the parameters are
updated.
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