
Exploiting Continuity of Rewards:

Efficient Sampling in POMDPs with Lipschitz Bandits

12th Workshop on Planning, Perception and 

Navigation for Intelligent Vehicles (PPNIV)
October 25th, 2020

Ömer Sahin Tas, Felix Hauser and Martin Lauer



POMDP Framework
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Silver & Veness, Monte-Carlo Planning in Large POMDPs, NIPS 2010.
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Motion Planning in Automated Driving with the 
POMDP Framework

Hubmann et al., Automated Driving in Uncertain Environments: 
Planning with Interaction and Uncertain Maneuver Prediction, 
Transactions on Intelligent Vehicles 2018.

Silver & Veness, Monte-Carlo Planning in Large POMDPs, NIPS 2010.
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Motion Planning in Automated Driving with the 
POMDP Framework

Map data

States, Observations, Actions
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Motion Planning in Automated Driving with the 
POMDP Framework

Transition Model

Observation Model
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Motion Planning in Automated Driving with the 
POMDP Framework

Reward Model
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Multi-armed Bandits

Upper Confidence Bound (UCB)

UCB-V
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Multi-armed Bandits

Pareto Optimal Sampling for Lipschitz Bandits (POSLB)

POSLB-V
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Evaluation

Scenarios
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Evaluation
Q-value
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Evaluation
Convergence
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Evaluation
Convergence
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Evaluation
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Evaluation
Tree Depth

UCB POSLB
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▪ Uncertainties in the transition and observation model have a smoothing effect on the

discontinuities

▪ Utilizing the continuity of Q-values allows significant performance improvements

▪ POSLB-V bandit algorithm

Conclusion

This work enables the use of POMDPs for problems where multiple actions need to be

considered, such as in motion planning.
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