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• Remember counterfactual reasoning with but-for tests

• Causal models

• Structural equations represent mechanisms of the world 

• Variables represent properties of the world

• Interventions

• Addresses the ‘problematic’ examples in literature 

• Three versions: First (2001),  Updated (2005),  Modified (2015)  

• We use it to explain failures, attacks and incidents 

• Attributing responsibility in malicious insiders attacks, CPS 

accidents
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Causal Models
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A Language for Causal Reasoning 
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Modified HP Definition
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Modified HP Definition
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For binary models we have:



Rock-Throwing Example

The real world:

• ST = BT = 1
•SH = ST = 1

•BH = BT ∧ ¬SH = 1 ∧ 0 = 

0

• BS = SH ∨ BH = 1 ∨ 0 = 1

• ST/BT = Billy/Suzy throws

• SH = ST (Suzy hits)

• BH = BT ∧ ¬SH (Billy hits)

• BS = SH ∨ BH    (Bottle shatters) 

ST SH

BT BH

BS
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Rock-Throwing Example

AC2 (𝑎𝑚): 𝑀, 𝑢 ⊨ 𝑋 ← Ԧ𝑥′,𝑊 ← 𝑤 ¬𝜑

• ST/BT = Billy/Suzy throws

• SH = ST

• BH = BT ∧ ¬SH

• BS = SH ∨ BH

ST SH

BT BH

BS

Is ST a cause?

Set ST = 0 and 𝑊 = ∅
ST = 0; BT = 1
SH = ST = 0
BH = BT ∧ ¬SH = 1 ∧ 1 = 1
BS = SH ∨ BH = 0 ∨ 1 = 1
𝜑 still occurs  AC2

Is ST a cause?

Set ST = 0 and 𝑾 = {BH}
ST = 0; BT = 1
SH = ST = 0
BH = 0 
BS = SH ∨ BH = 0 ∨ 0 = 0
𝜑 does not occur anymore  AC2
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Practical Causal Inference 

Problem: 

• No comprehensive technical framework to model and 

benchmark causality inference

• Computational complexity of inferring actual causality is 

bad: worse than NP [11]; NP-complete for special cases

Approach: 

• A comprehensive causality inference workbench

• Rephrasing some of the algorithmic calculation of causality 

as satisfiability queries which allows us to reuse the 

optimization power built in SAT and ILP solvers
27-
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https://docs.google.com/presentation/d/1iQQkMkfdzDyiSFeZDka-MQ9FHNnRP-34PxYMHSTqnNU/edit#slide=id.g3d26bfae5d_21_39
https://docs.google.com/presentation/d/1iQQkMkfdzDyiSFeZDka-MQ9FHNnRP-34PxYMHSTqnNU/edit#slide=id.g3d26bfae5d_21_41
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SAT-based Approach: Introduction
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SAT-based Approach: AC2 Algorithm 

Observed values of 
endogeneous variables

Values of exogeneous 
variables

Values of exogeneous 
variables 
remain unchanged

End. variables as defined by 
model or as observed

Flipped tentative 
cause

Contains those end. variables 
whose value
is the same as observed, i.e., not 
flipped



Amjad Ibrahim

AC3

Analysis of the satisfying assignments of G:
If we find a satisfying assignment for G, including the negation 
of the effect, such that at least one conjunct of the cause X =x
takes on a value  equal to

• its equation or

• its original value,

then this conjunct is not a necessary part of X =x  so that 

AC2 is fulfilled.

Why? Because then X=x leads to both  and !
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Checking AC3 (with ALL-SAT)
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All X_j must have been 
flipped for minimality

X_j must have been 
flipped

X_j=v_i’ is an actual 
intervention, not a 
consequence of the 
model



SAT-based Approach: AC3 without ALL_SAT

• Extend G to  G’
• With  notions of non-minimality and non-emptiness

• UNSAT of G’ entails that AC3 holds
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From SAT to ILP

• ILP can be used as a sat solver. Better: it can optimize the solution

• Researchers have done the transformation in the two directions

• We will reuse our sat formulas

• They already have the constraints we need

• Converting the formulas to ILP can happen at two levels: 

• Higher level: the level of F or G formulas

• Formalize the equivalence as XNOR, then translate to linear constraints 

• CNF level [30]: Then we have clauses (disjunctions) that can be reduced to 

ILP constraints almost directly.

• Translation from SAT to ILP is standard:

• Express y=x1x2 as 0 ≤ x1+x2-2*y ≤ 1

• Express y=x1x2 as 0 ≤ 2*y-x1-x2 ≤ 1

• Express y=x as y=1-x

• Express y=x1...xn as 0 ≤ x1 + … + xn - n*y ≤ n-1

• Express y=x1... xn as 0 ≤ n*y - x1 - … - xn ≤ n-1

Amjad Ibrahim
2
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ILP Algorithm 

1. Generate G formula 
a. Same as in SAT-based algorithm for AC3
b. → CNF

2. Convert to ILP
a. Using transformations from the literature 

3. Create a distance measure 
a. The distance should be ≥1 and less or equal the size of X

4. Solve the program by minimizing the distance
a. Testing with Gurobi [http://www.gurobi.com/]

5. Process results
a. If model is feasible and optimal solution was found

i. The distance indicates the size of the minimal cause
ii. The values indicate which parts of the cause are required to be flipped 
iii. Inferring W is not discussed here
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Benchmarked Models and Scenarios

12 different causal models: (5 causality literature, 1 attack tree, 2 
fault trees, 4 artificial )

Artificial

24
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Results

• Benchmarked on an Intel Core i7-4700HQ (2.40 
GHz) with 4GB RAM (Windows 10)

• Framework: Java Microbenchmark Harness 

(JMH)

• SAT Solver: MiniSAT [3]
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Benchmarked Models and Scenarios
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Representative Results
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Bottom line

Some things will go wrong - need to cope with this. Hence accountability.

Monitoring and causal analysis.

Causal analysis at various levels: correlation, intervention, contrafactual.

Need for causal models. Reuse (or abuse) from various analysis tasks. Causal 

models necessarily incomplete.

HP logics for counterfactual reasoning. For binary models, efficient 

computations for answering queries possible in spite of NP.
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