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What doctors and patients actually 
want to know: why is this happening 

and what can they do about it?



Kleinberg & Elhadad  (2013) AMIA

Claassen et al.  (2016) PLoS ONE

Heintzman & Kleinberg (2016) JBI

Can we learn.. 

risk factors for heart failure 

what leads to an individual’s hyperglycemic 
episodes  

causes of secondary brain injury 

from observing people?



Logic-based causal inference

Complex, temporal relationships 

(PCTL + some additions) 

v ⇝≥15,≤40
≥0.4 g



Congestive heart failure

Months before CHF diagnosis

Kleinberg S, Elhadad N (2013) Lessons Learned in Replicating Data-Driven Experiments in 
Multiple Medical Systems and Patient Populations. In: AMIA Annual Symposium.



Can we trust the data?



FDA guidance

95% of fingerstick BG values must be within 15% of the 
actual value 

A value of 150 could be [128, 172] 

A value of 70 could be [60,81] 



CGM accuracy is also a function of time

https://www.fda.gov/media/112142/download



N. Heintzman and S. Kleinberg. Using Uncertain Data from Body-Worn Sensors to Gain Insight into 
Type 1 Diabetes. Journal of Biomedical Informatics (2016)

17 subjects with T1DM, sensor 
data (collected for >72 hours)  

Used causal inference methods + 
body-worn sensors to find cause 
of changes in glycemia 

• intense activity leads to 
hyperglycemia in 5-30min 

only found when modeling 
uncertainty 



Latent variables are 
not always latent



• Leverage prior knowledge (experts, other experiments) 

• Be robust to wrong/inapplicable knowledge 

• Reconstruct time series 

• Identify inconsistencies 

• Iterate



We can use knowledge of the effect of meals on glucose 
to recover latent meals and their effects 

We find: exercise causes meal in 60-85min, moderate 
exercise causes hypo in 70-90min, 67 meals recovered 
tsFCI: 1 latent variable, and hypo/hyper cause themselves 

M. Zheng, and S. Kleinberg. (2019) Using Domain Knowledge to Overcome Latent Variables in Causal 
Inference from Time Series. Machine Learning for Healthcare.



TMP 10 (19%)

ETCO2

6 (13%)

HR

9 (17%)

MAP

6 (11%)

RR

4 (11%)

CPP

5 (9%)

ICP

7 (13%)

PbtO2

5 (15%)

5 (11%)

20 (31%)

6 (9%)

6 (14%)

7 (11%)

4 (10%)

BrT

4 (19%)

CVP

5 (10%)

4 (7%)

20 (29%)

10 (14%)

6 (12%)

11 (16%)

4 (9%)

BrK

5 (25%)

5 (9%)

8 (12%)

27 (35%)

5 (7%)

5 (7%)

9 (12%)

4 (9%)

MV

6 (21%)

5 (15%)

4 (21%)

8 (15%)

6 (9%)

9 (12%)

14 (18%)

5 (10%)

7 (10%)

7 (9%)

5 (11%)

4 (9%)

4 (8%)

5 (10%)

4 (8%)

22 (42%)

6 (12%)

4 (7%)

7 (11%)

11 (15%)

8 (11%)

5 (10%)

15 (21%)

18 (25%)

4 (9%)

SPO2

6 (8%)

4 (5%)

37 (48%)

5 (11%)

5 (11%)

11 (24%)

SVV 9 (43%)

CI

4 (19%)

9 (43%)

ELWI

6 (55%)GEDI

4 (36%)

rCBF

4 (33%)

10 (50%)

4 (20%)

6 (30%)

4 (20%)

8 (35%)

4 (18%)

4 (36%)

4 (36%)

Claassen J, Rahman SA, Huang Y, Frey H, Schmidt M, Albers D, Falo CM, Park S, Agarwal S, Connolly ES, 
Kleinberg S (2015) Causal structure of brain physiology after brain injury. PLoS ONE.



Does this actually help 
people make decisions?



• Should I have oatmeal or a fruit salad? 

• When is the best time to run? 

• How should I invest my retirement savings?



Super pencils/ 
Blicket detector
Griffiths et al. 2011 

Mind-reading aliens
Mayrhofer & Waldmann 2011 

Soo & Rottman 2018 
Drug+microorganism size



Can causal information aid 
decision-making in familiar 

scenarios?



Are people doing worse 
because they have 

experience with the domain?



Action requires 
causality

But causality alone isn’t enough



We need evaluations of utility 
of algorithms (not just 

accuracy)

Explainable AI Usable AI



Information must be 
personalized



Thanks! Teams at @ Columbia,  
Stevens, Lehigh 
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